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SUMMARY OF CODES AND INITTALS

Incident Category Codes

R = Rush

NR = Non~Rush

RW = Rush Wet

NRW = Nen-Rush Wet

RD = Rush Dry

NRD = Non—-Rush Dry

RD-0 = Incident occurring on non-detector lanes
(NRD-0)

during Rush Dry period (Non-Rush Dry)

RD-1 = Incident ocecurring on detector lane during
(NRD-1)

Rush Dry period (Non-Rush Dry)
RD-50-1 = Accident occurring on detector lane during
(NRD-50-1)

Rush Dry period (Non-Rush Dry)
RD-50-0 = Accident occurring on non-detector lanes
(NRD-50-0)

during Rush Dry period (Non-Rush Dry)
RD-46-1 = : Non—Accident incident occurring on detector
(NRD-46-1)

lane during Rush Dry period (Non-Rush Dry)
RD-46~0 = Non-Accident incident occurring on non-detec—
{NRD-46-0)

tor lanes during Rush.Dry period (Non-Rush

Dry)
RD-50 = Accident occurring during Rush Dry period
(WRD-50) .

{(Non-Rush Dry)
RD-46 = Non—Accident incident occurring during Rush
(NRD-46) : ‘

Dry period (Non-Rush Dry)
10-50 = Accident (Police Code)
10-46 , = Non~Accident Incident (Police Code)



Algorithm Features

occ(e)

nocc(t)

OCCDF(t)
OCCRDF(t)

SPEED(t)

SPDTDF(t)
DOCCTD (L)
OCCRDF (t~1)
UPDF(t)
UPRDF (L)
DNDF(t)
DNRDF (t)
UPDNDF (t)
UPDNR1 (t)
UPDNR2 (t)

RDF (L)

Algorithm Measures of

|

= Minute average occupancy measured at upstream
detector at time t

= Minute average occupancy measured at down-

stream detector at time t

0CC(t) ~ DOCC(t)

= OCCDF(t)}/0CC (L)

= Minute average speed calculated at upstream
detector at time &

= (SPEED(t~2) ~ SPEED(t))/SPEED (t-2)

[

(DOCCtth) ~ DOCC(t))/DOCC(L-2)

(occ(t-L) - DOCC(t-1))/0cC(t~1)
= 0CC (t~1) =~ 0CC(t=2)

= UPDF (t)/0CC(t-1)

= DOCC{t~2) - DOCC(t-1)

= DNDF(t)/DOCC(t~25

= : UPDF(t) - DNDF(t)

1

UPDNDF (t) /0CC(t-1)
= UPDNDF () / (0CC(t-1) - DOCC(t-1))

- OCCDF(t)/ (0CC(£=1) — DOCC(t—1))

Effectiveness

DR

FAR

MTTD

CALB Parameters

CALB

= ' Detection Rate
= False-Alarm Rate,

= Mean-Time~To-Detect,

= Threshold Optimization Program

Viit



X = the initial threshold vector

XMIN = vector of minimum threshold wvalues

AMAX = vector of maximum threshold values

DX = vector of weighting factors

DXFCTIR = © factor by which DX is reduced after NTRY

successive failures
NTRY = number of successive fajilures after which
DX is reduced

ITMAX = maximum number of iterations

Expressway Codes

Ken = Kennedy Expressway
Eis = Eisenhower Expressway
Ede = Edens Expressway

Other Codes & Abbreviations

CCTV = Closed-Circuit Television

CAESP = Chicago Expressway Surveillance Project
TSC = Technology Services Corporation

L.0.S. = Level of Significance



I.  INTRODUCTION

Capacity-reducing incidents are one of the causes of breakdown in urban
freeway operation. It has been estimated that nearly 750 million vehicle-hours
of delay and a loss of approximately 400 million gallons of fuel are experienced
on the nation's freeways every year.

Freeway incident management systems offering various levels of service to
the motoring pﬁblic have been in operation for quite some time. In essence, each
such system provides some Or all of the following elements:

l; Detection of traffic flow abnormalities.

2. Incident identification.

3. Traffic management strategies and tactics through communication and

control systems,

4, FEarly removal of an incident and return to normal flow conditions.

The degree of comprehensiveness of the management system and the level of
sophistication of its elements will determine the operational efficiency of the
system and its success in achieving its objectives.

Detection of traffic flow abnormalities on a freeway is carried out by a
gsurveillance system, usually through itselectronic detector subsystem. The
availability of such a subsystem allows for a continuous quantificatiomn of
traffic flow characteristics, definition of an incident, and applicaticn of an
appropriate control strategy.

The process of identifying traffic flow abnormalities as iIncidents is a key
element in such a management system since a positive identification will normally
activate the control, driver communication, and incident handling subsystems.
Obviously, a missed incident or a false alarm will affect the efficiency of the

management system and its credibility.
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The incident identification process utilizes an incident detection algorithm

which relates certain measured relationships between traffic characteristics to

calibrated ones and vields a decision with regard to the occurrence of an incident.

Throughout the yvears of freeway control research, the basic approaches to the

development of incident detection algorithms were:

1. Pattern recognition - comparing current flow patterns to expected

ones based on historical data or traffic flow theoretic con-

siderations and identifying consistent deviations as incidents

(1,2,6).

2. BStatistical forecasting of traffic behavior — comparing eurrent

traffic characteristics with forecasted ones based on time

series analysis and identifying calibrated deviations as incidents

(3,4,5).

The efficiency of such algorithms could be determined by three related

parameters:

Detection Rate

False Alarm Rate

Percent of detected incidents out of all capacity~
reducing incidents that occur during a specified
time period.

Percent of false-incident messages out of total
incident messages during a specified time period
(on-line definitiom).

Another definition used in the literature (6)

for off-line situation is: percent of incident
messages (1's) out of all messages (l's & 0's)
where messages are produced at specific intervals
(i.e. every 1 minute) out of representative

incident-free data.
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Mean-Time-To-Detect - The mean delay between the épparent occurrence of
the incident and its detection for all detegﬁed
incidents during a certain peried of time, in minutes.

 The inherent positive correlation that exists between the detection and
false alarm rates éould be detrimental to the effectiveness of the incident
management system since the desired low false alarm rate is coupled with a low
detection rate. The implication of such a detrimental effect could best be
illustrated by applying the detection characteristics of an existing algorithm
taken from reference (1), which is considered an efficient one, to the incident
situation oﬁ Chicago expressways. It is estimated that the Eisenhower Express-
way in Chicago experiences four capacity-reducing incidents pér day during the
PM rush period. By applying an algorithm optimally calibrated to have .0l per-
cent false-alarm rate coupled with a 34 percent detection rate, it can be shown
that only 1 incident will be detected, but two false alarms will be reported.
In reality, the false-alarm rate as viewed by the Iincident management decision
maker would be close to .67 percent. With such a high probability of making the
wrong decision, no decision would be made unlesé more Information as to the
reliability of the incident message is provided.

High messége reliability could be achieved by a sophisticated imcident
verification system (CCTV, CB radio) which would offset the weakness of a det-—
ection algorithm. However, for large freeway systems this type of verification
" is probably not feasible.at this point in time.

The FHWA, recognizing the need for developing improved incident detection
algorithms, contracted Technology Services Corporation (TSC) to evaluate existing

algorithms comprising the state-of-the-art (2), and develop improved ones (1).
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The Illinois Department of Tramsportation, through its Traffic Research Group,
has assumed the task of the off-line and on-line evaluations of selected promising
incident detection algorithms developed by TSC, utilizing the facilities of The
Traffic Systems Center of I.D.0.T., formerly the Chicago Area Expressway Sur-—
veillance Project (CAESP). In addition, the efficiency of the TSC algorithms wasg
compared to that of those developed by the Traffic Research Group.

The specific objectives of the research reported herein were:

1. To determine the efficiency of thé selected TSC algorithms
in detécting incidents on Chicago expressway system for
‘various traffic and environmental condiﬁions.

2. To develop algorithm thresholds compatible with the traffic
characteristics of the expressway system and various emnviron-—
mental conditions.

3. To determine the effects of the existing level of detectori-
zation on the operationlof the algorithms.

4. To determine the effects of the Severity of incidents on the
operation of the algorithms.

5. To compare the efficiency of TSC algorithms with a pattern-—
recognition algorithm an& a probablistic algorithm developed
locally.

6. To determine the on-line efficiency of algorithms proven to
be effective in an off-line evaluation.

7. To correlate algorithm efficiency parameters derived from the
on~line evaluation with those derived from the off-line
evaluation.

8. To evaluate combinations of thresholds with respect to geo—

metric conditions on the freeway.
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Chapter two of this report describes the pattern-recognition algorithms
evaluated in this research. It then presents the collection of the off-line data
base used in calibration of these algorithms; and cleoses with an evaluation of
CALB, ‘a program developed by TSC to calibrate patterm-recognition algorithms in
binary decision-tree form.

Chapter three presents the theoretical development of the Bayesian algorithm,
a locally developed algorithm based on a conditiomal probablistic approach to
incident detectiom, and concludes Wiéh the calibration of this algorithm.

The fourth chapter presents a comparative off-line evaluation of the pattern-
recognition algorithms, including an evaluation of the effect of incident severity
and level of detéctorization on algorithm performance. This is followed by an
off-line comparison of the Bayesian algorithm with selected Tsc‘algorithms.

Finally, the on-line evaluation of three TSC algorithms, the locally devel-
oped. . pattern-recognition algorithm and the Bayesian: algorithm is covered in

Chapter five.
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TI. PATTERN-RECOGNITION ALGORITHMS

A, ALGORITHM DESCRIPTION

Consider an n-lane freeway section of length L between two fully detector—
ized stations. At each detector station a set of flow characteristics consisting
of occupancy, volume, and speed is measured at specific time intervals.

Suppose that at time t, an incident occurs at a certain point on one of
the lanes within section L. A shock wave will develop and travel upstream of
the incident, with intensity depending on the severity and lateral location of
the incident, environmental and geometric conditions. At time ty + dt an
incident detection algorithm, by continuocusly measuring and comparing relation-
ship of flow characteristics upstream and downstream (features) of the incident
with predetermined thresholds, will detect the incident.

This section describes the structure of the five pattern-recognition
incident detection algorithms evaluated in this research, four of which were
developed by Technology Services Corporation (TSC) (1) and the fifth ome,
developed locally in the course of this research.

The research effort of TSC included the development of 10 incident detec-
tion algorithms which could be grouped intc three categories.

The first, consisting of algorithms 1 to 7, is composed of variations on
the classic California algorithm. The second consists of algorithms 8 and 9
which are characterized by suppression of incident detection following detec~
tion .- of a compression wave. Finally, algorithm 10 represents an attempt to
detect those incidents occurring in light-to-moderate traffic which do not
lower capacity below the volume of oncoming traffic. It uses a feature which
measures a temporal change in speed.

Out of these ten algorithms, four were selected for evaluation - algorithms

7, 8, 9, & 10,
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Preliminary investigation by TSC indicated algorithm 7 to be a superior
form of the California algorithm (2).

Algorithm 8 is identical to algorithm 9 except for an added persistance
check. According to TSC's preliminary investigation, algorithm 8 has a
slightly lower false rate. but a longer mean-time-to-detect than algorithm 9.

Although algorithm 1b did not perform especially well in TSC's evaluation,
it was included in the off-line evaluation because it represents a first
attempt to solve the problem of detecting incidents which do not produce
marked traffiec flow discontinuities.

The TSC algorithms are in binary decision tree form; at each node of the
decision tree a feature value is compared with a user-specified threshold
value to determine whether an incident is to be signalled. Clearly the
effectiveness of the algorithm depends upon the thresholds chosen.

TSC develored a prégram for optimizing threshold selection. This pro-
gram, called CALB, uses a random number generator which produces increments
to be added to the current optimal threshold vector to produce a new thres-
hold vector for evaluation. After a préﬂdetermined pumber of iterations, the
threshold vector which has the lowest false-alarm rate given a certain level
of detection is termed the optimal threshold vector at that level of detection:
A detailed discussion of CALB is presented in the next chapter. ’

Finally, the above four TSC algorithms were compared with algorithm 16-14,
a pattern recognition algorithm developed in the course of this research.

The following is a detailed description of the above algorithms. The
meaning of the features involved in each algorithm is . given in Table 1.

Algorithm 7 - differs from the classic California algorithm in the follow-
ing three ways - whereas the California algorithm produces an incident signal
whenever OCCDF, OCCRDF and DOCCTD are greater than associated thresholds,

algorithm 7 replaces DOCCTD by DOCC, it suppresses incident signals after the




TABLE 1

DEFINITION OF FEATURES

Feature Name Definition

OCC(t) - = Minute average occupancy measured at upstream
detector at time t
DOCC(t) : = Minute average occupancy measured at downstream

detector at time t

OCCDF (t) = 0CC(t) - DOCC(L)
OCCRDF(t) = OCCDYF (£) /OCC (t)
SPEED (t) . = Minute average speed calculated at upstream

detector at time t

DOCCTD (t) = (DOCC (t-2) - DOCC(t))/DOCC (£-2)
OCCRDY (£-1) = (0CC(£-1) - DOCC (t-1))/0CC(t-1)
UPDF(t) = ocC(t-1) — 0CC(t-2)

TUPRDF(t) = UPDF (t)/0CC(c-1)

DNDF (t) = DOCC (t-2) - DOCC(t-1)

DNRDF (t) = DNDF (t) /DOCC (£-2)

PDNDF (t) = UPDF (t) - DNDF(t)

UPDNRL (t) = UPDNDF (t)/0CC (£-1)

UPDNRZ (t) = UPDNDF (t)/ (0OCC{(t-1) - DOCC(t-1))

RDF(t) = OCCDF(t)/ (0CC(t-1) - DOCC(t-1))
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initial detection and it contains a persisteénce requirement that OCCRDF be
greater than the threshold for two consecutive minutes. The tree strueture
of this algorithm is shown in Figure 1.

Algorithm 9 - consists of algorithm 4 (a variant of the California
algorithm) coupled with a compression wave check, using features DOCC and
DOCCTD T+ works as follows. First, a compression wave check is made. If
successful, then algorithm 4 is not applied until five consecutive minutes
have passed without a compression wave. If it fails, then algerithm 4 is
imnediately appliea.

Algordithm 8 — is algorithm 9 with an OCCRDF - persistence requirement
added. It can also be thought of as algorithm 7 incorporated with the 5-
minute compression wave check. The tree structure of this algorithm is shown
in Figure 2.

Algorithm 10 - separates traffic data into light, moderate & heavy

traffic using the feature OCC. No incident check 1s applied to light-traffic
data. Algorithm 7 is used under heavy-traffic conditioms, and under moderate
conditions OCCRDF and SPDIDF, a témporal speed—change feature, are applied.
The tree structure of this algorifhm is shown in Figure 3.

Algorithm 16-14 ~ is a complex pattern-fecognition algorithm developed

locally utilizing cccupancy-based features reflecting variabilities in traffic
flow, which were obtained empirically through observations and studies of
traffic behavior on different'parts of the Chicago area expressway system.

It signals an incident when there is a large relative temporal change in
upstream or in downstream occupancy, or when the overall change in upsitream
and downstream occupancy relative to upstream occupancy is sufficiently

large (§); The tree structure of this algorithm is shown in Figure 4.
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State

0
1
2
3
4
5
6
7
8

Designates
Incident-free conditions

Compression wave downstream in this minute
Compression wave downstream 2 minutes ago

Compression wave downstream 3 minutes ago

Compression wave downstream 4 minutes ago

Compression wave downstream 5 minutes ago

Tentative incident

Incident confirmed

Incident continuing

DECISION TREE FOR ALGORITHM 8
FIGURE 2
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0 Incident-free conditions
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3 Incident continuing
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FIGURE 3
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B. CALIBRATION METHODOLOGY

Development of Data Base

While on-line testing of candidate detection algorithms is an indispens-
able aspect of selecting anﬂ implementing an operative one, off-line testing
is necéssitated by two majér factors. The first is the need to test competing
algorithms on the same data to provide a basis for comparative evaluation. The
second is the need to make several rumns of a promising algorithm on the same
data in order to optimize the thresholds employed. This section discusses the
contents of the off-line data base and summarizes the methodology employed to

obtain it.

The data base is divided into two parts: incident data and incident-free
data. The former consist of sets of surveillance data, each of which reflect
the traffic operations surrounding the site of a specific incident. These are
used to compute an algorithm's detection rate and mean—time-to-detect. The
latter consist of sets of surveillance data from expressway segments confirmed
to be incident-free during the period of data collection. From these an

algorithm's false-alarm rate can be calculated.

The data base includes a total of 100 incident and fourteen incident-free
data sets; taken from various portions of the Chicago expressway system. The
incident data sets are described in Table A-1 by p-time (discussed below),

longitudinal location, lateral location and incident type.

The surveillance data which make up each set consist of 20-second
occupancies and volumes from each mainline detector on the relevant directional

expressway.
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Each of the fourteen incident-free data sets has location boundaries which
consist of the first and last detector statlions of the section of the expressway
confirmed as incident-free. The time boundaries oflthe incident-free data sets
are the'time limits Withiﬁ which no incident occurred (the maximum period possible,
given the data—éollection program, was two and a half hours).

For fhe-incident data sets the location boundaries are determined by the
incident's location and the type of algorithm employed: a simple algorithm may
require data only from the upstream or downstream station or both; more complex
algorithms may employ data from several upstream or downstream stations.

The time boundaries are given by two time coordinates established by a
data analyst. These are p—time, or probable time of incident occurrence, and
t—time, or termination time. f;time=is simply the time when the first trace of
an incident is noticeable in the data, either as a rise in the upstream or a
drop in the downstream occupancies. T-time is an estimate of the time of the
incident's rembval or the time the resulting congestion clears; it is deter-

mined using the following convention, based on congestion formation at the

- Incident site.

After an incident's p-time has been determined, c—time (congestion time) is
determined as the first time period in which
1. the upstream station's occupancy exceeds 29% (30% is the usual
CAESP guideline for congested conditiomns) and
2. the ratio of upstream occupancy to downstream occupancy is two
or greater for three consecutive 20-second readings.
Thereafter, a time is noted as a possible termination time if
1. either the upstream occupancy drops below 30% or the downstream

occupancy rises above 20% (CAESP guideline for transition flow) and
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2. the upstream to downstream occupancy ratio is less than two

in three consecutive 20-second readings.

If congestion resulting from the incident's presence does not set in again
(i.e. another c-time doesn't follow) this time is taken as t-time. Otherwise,
the process is continued until no further congestion formation is attributable
to the incident.

Fach incident-free data set covers approximately two to two and a half
hours of data. -Fach incident data set starts at least fifteen minutes prior to
the incident's occurrence (p-time) and runs continuously to at least ten minutes
after the incident is cleared (t—time).

While the term "incident" may refer to any unusual event having an adverse
effect on traffic operations, in the collection of incident data sets 1t was
limited to mean unplanned physical obstructions of the travelled lames. Hence,
included in the incident data base are crashes, disabled vehicles and sﬁilled
loads (occurring on the travelled lanes); excluded are geometric deficiencies,
entrance ramp merging overloads, lane closures for maintenance, adverse environ-
mental conditions and gaper - blocks.

In colleéting the incident-free data, obviously, anything which qualified
as an incident in the above-limited sense would have been edited out. Further,
of the non—incident situatioms 1istedlabove, lane closures and gaper blocks
would also have been edited out; a detection produced by either of these causes
couldn't realistically be termed a false alarm.

The incident data were collected by monitors atlthe I.D.O.T.'s Traffic
Systems Center. Indicatioms of a potential incident came in two ways. In the
most common case, the data collector would spot a disturbance in the traffic

stream variables by monitoring the expressway system map panel, occupancy maps
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on the CRT display or typer output of the surveillance system. In these cases,
the monitor would activate a program for saving the surveillance data from the
affected directional expressway (the data-—collection program kept a thirty-
minute historical file of surveillance data, enabling the requisite 15 minutes
of pre-incident data to be saved, if an incident was detected by the monitor
within 15 minutes of its occurrence). Hedthen requested the Communication
Center of I.D.0.T. to dispatch an Emergency Patrol Vehicle (EPV) to the area
for confirmation and identification. In other cases, an incident would be re--
ported by a field unit before signs of it appeared in the surveillance data.
When traffic stream measurements began to manifest signs of the incident's effect
on traffic operations, data saving was initiated.

Data sets collected as above would be stored temporarily on an on-line disc
pack until the data collector was assured that minimal documentation information
was available and that the data set contained the requisite pre-.and post-incident
" data. Then the data set was edited and transferred to an off-line disc pack for
permanent storage.

The bulk of the incident data sets are from June — August and December of
1975. During these periods, full-time data collecting was carried on, each week-

day being broken into two (0700-1200 and 1200-1700) or three (0600-1030, 1030-
1430 and 1430-1900) shifts. Coverage was also attempted for some evening (1900-
2300) and nighttime (2300-0700) periods, but proved to be unproductive and was

soon dropped. "

The incident datalwereﬁollected to represent the following factors:

1. traffic conditions - rush or non-rush
2. pavement conditions - wet or dry

3. incident type — accident (10-50)} or non-accident incident

(10-46) according to Illinois State Police Code.
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4. dneident lateral location - detector lane or non-—detector lanes.
Figure (5) shows the stratification of the incident data and the code of
each stratum. The meaning of the codes is explained in Table Z.

" The collection of incident-free data sets involved the use of the same
data-saving software as employed in the incident data set collection. Verifi-
cation of this data as incident-free was carried out with the use of a helicopter.
Nearly 30 hours of incident-free data were collected to approximately represent

rush, non-rush, wet and dry conditions.
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TABLE 2

INTERPRETATION OF INCIDENT DATA CODES

Code * Interpretation

R = Rush

W = Rush-Wet

RD = Rush-Dry

RD-0 = Incident occurring on non-detector lanes

during Rush Dry period

RD-1 = Incident occurring on detector lane: during
Rush Dry period

RD-50-1 = Accident occurring on detector lane during
Rush Dry pericd

RD-50-0 = Accident occurring on non—detector lanes
during Rush Dry period

RD-46-1 = Non-Accident incident occurring on detector
lane during Bush Dry period

RD-46-0 = Non-Aeccident incident occurring on non-

detector lanes during Rush Dry pericd

RD-50 = Accident ocecurring during Rush Dry peried
RD-46 = Non~Accident incident occurring during Rush
Dry period

* NR, NRW, NRD, NRD-O, NRD-1, NRD50-0, NRD46-0, NRD50-1, and NRD46-1 have the same

interpretation as above except for the Non-Rush period.
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Eﬁaluation of CALB

The TSC algorithms are in binary decision-tree form; at each node of the
decision tree a feature value is compared with a user—specified threshold value
to determine whether an incident is to be signalled. Clearly, the effectiveness
of the algorithm depends upon the thresholds cheosen.

TSC developed a program for optimizing threshold selection. This program,
called CALB, uses a random number generator which produces increments to be
added to the current optimal threshold vector to produce a new threshold vector
for evaluation. After a pre—determined number of iteratioms, the tﬁreshold
vector which has the lowest false—alarm rate while maintaining a certain level
of detection is termed the optimal threshold vector at that level of detection.

Before using CALB to calibrate the algorithms for the off-line evaluation,
a detailed study of CALB was performed to determine how best to set certain
user-supplied parameters needed by CALB in the algorithm calibration process,
so as to insure selection of optimal threshold vectors for use imn the algorithm
evaluation,

CALB operates as follows: Maximum and minimum values for the features are
set, defining a space of threshold vectors from which vectors can be randomly
chosen for evaluation. An initial threshold vector X is chosen. When the
algorithm is run using this threshold vector, there is an associated false—
alarm rate o(X) and detection rate p(X). Note that the false-alarm rate and
detection rate are functions of the threshold vector X.

A Gaussian random number generator produces a vector of wandom increments
which are normalized, yielding a uniformly distributed random unit vector v.
Each random increment in the unit vector v is weighted by a user—-supplied factor;
these factors make up the vector DX. The unit vector v is then modified by the

weighting vector DX, and the resulting vector is added to the initial threshold,



vector X, giving a test vector X*.

—29.—

detection rate p{(¥X*) are determined.

If p(X*) is less than the minimum desirable detection rate, or if &fX%) is

The associated false-alarm rate «(X*) and

larger than the current minimum false-alarm rate, then the test vector is a

failure, and a new test vector is determined.
‘factors, is decreased by a certain user—supplied factor (DXFCTR) after a
specified numbef of consecutive failures in the optimizing routine.
If «(X*) 1s less than the current minimum false-alarm rate, them the test
vector is a success, and (3{*) becomes the néw current minimm false-alarm rate.
Bach threshold vector tested is an iteration of the optimization routine;

there is a user-supplied upper bound (ITMAX) to the total number of iterations.

DX, the vector of weighting

The flowchart.of CALB operation is given in Figure (6).

Before CALB can be effectively used, it is necessary to determine how to

optimize the user-supplied parameters.

The user-supplied

b4
XMIN
HAx
DX

DXFCTR

NTRY

ITMAX

Each combination of CALB parameter values results in a different search

strategy. DX, the vector of weighting factors,determines a neighborhood

parameters are:

the initial threshold vector

vector of minimum threshold wvalues

vector of maximum threshold values

vector of weighting factors

faétor by which DX is reduced after NTRY successive

failures

pnumber of successive failures after which DX is

reduced

maximum number of iterations
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around X from which other test vectors can be chosen. The size of DX deter-

mines how large a section of the vector space will be scanned by CALB. DXFCTIR
determines the rate of convergence of the neighborhood around X - how quickly

1t "ghrinks down" to some locally optimal point. NTRY specifies how stringent

the requirements are for determining optimality, in that there must be NIRY
successive failures in the DX neighborhood around X before X is judged to be

locally optimal point, and the neighborhcod around X is reduced for DXFCIR. Finally,
the choice of X - the initial threshold vector - may result in a local instead

of a global optimal point being reached.

Sixteen search strategies were investigated, (Table 3). Each of the four
relevant factors — DX, X, DXFCTR & NTRY -~ was considered at two levels, resulting
in sixteen search strategies. XMIN & XMAX were set equal to the minimum & max-
{mum feature values achieved by the incident data. Aigorithm 2 (the Califormnia
algorithm), being a simple algorithm, was used for evaluation purposes; it was

calibrated at the 95% detection level.

The factor levels are:
X - KMIN: P(XMIN) = 99%

KMAX: P(XMAX) = 0%

NTRY - NTRY small = 5
NTIRY large = 40
DXFCTR - DXFCTR small = 1.5

DXFCTR large = 3.0

Il

DX - DX small = 1/20 (EMAX - XMIN)

DX large = 1/4 (XMAX - XMIN)
For DX small, the initial neighborhood scanped 1s 1/1000 of the volume of the

entire vector space; for DX 1arge; it is 1/8 of the volume of the space.
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TABLE 3

CALE OPTIMIZATION STRATEGIES

Strategy X DXFCTR NTRY DX
1. XMIN 1.5 5 1/20
2. XMIN 1.5 40 1/20
3. EMIN 3.0 5 1/20
4. XMIN 3.0 40 1/20
5. XMIN 1.5 5 1/4
6. XMIN 1.5 40 1/4
7. XMIN 3.0 5 1/4
8. XMAX 3.0 40 1/4
9. XMAX 1.5 5 1/20

10. XMAX 1.5 40 1/20
11. HKMAX 3.0 5 1/20
12. KMAX 3.0 40 1/20
13. XMAX 1.5 5 1/4
14, XMAX 1.5 40 1/4
15. XMAX 3.0 5 1/4
16. XMAX 3.0 40 1/4
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Also, to minimize computer time required, ITMAX was investigated. TFirst,
each different search strategy is run on algorithm 2 with ITMAX=100. Then,
the final stepsize obtzined from each run was multiplied by DX, giving a new
vector DX of weighting factors. A second set of runs is made again with
ITMAX=100, but using the adjusted vector DX. This process is continued until
there is no appreciable improvement in false-alarm rate. This was used to
discover which search strategy reaches the lowest false-alarm rate in the least
number of iteratiops.

Tt was found that there was virtually no change in the optimal threshold
achieved after three hundred iterations when one hundred more iterations were
run, and thus no jmprovexﬁent in false alarm rate. Hence the CALB evaluation was
terminated after four-hundred iterations (Table 4).

The next stage was to test the facility of thé various search strategies
in moving from a giveﬁ detection level to a lower detection level. The general
procedure is to use the optimal threshold achieved at one detection level as
the initial threshold vector for calibration at a lower detection level.

Consequently, the optimal thresholds achieved by the sixteen search strat-
egies at the 957 level 6f detection were used as initial thresholds in cal-
ibration runs at the 90% level. One hundred iterations were run on each
strategy (Table 5).

Inspection of the output immediately eliminates strategy 1l from consid—: "
eration. This stratepy converges very quickly to a small neighborhood arcund
the initial threshold vector X, for which P(X) = 0%. Hence, the desired level
of detection cammot be reached.

Strategles 6, 14 and 16 are elimipated because of instability: they do
not reach ap optimum point within 100 iterations because of extremely slow

convergence prop erties.
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TABLE 5

EVALUATION OF STRATEGY EFFICIENCY IN MOVING
TO LOWER DETECTION LEVEL

STRATEGY RESULTS AFTER 400 ITERATIONS  RESULTS AFTER 100 ITERATTONS
AT 0.95 DEIECTION LEVEL AT 0.90 DETECTION LEVEL*

1. DR=- 0.95 0.90

FAR= 0.00089 0.00076

MTTD (MIN. )= 2.68 3.51

OPTIMAL THRESHOLD=  (270.07, 0.01, 0.07) (277.91, 0.00, 0.11)
2. DR= 0.96 ©0.92

FAR= 0.00092 0.00082

MTTD (MIN. )= 1.78 , 1.56

OPTIMAL THRESHOLD= (273.21, 0.00, —0.05) (303.37, 0.02, -0.16)
3. DR= 0.95 0.91

FAR= 0.00089 , 0.00076

MTTD (MIN. )= 1.82 2.28 .

OPTIMAL THRESHOLD=  (275.31, 0.01, 0.02) (306.57, 0.00, 0.02)
4. DR= 0.95 , 0.90

FAR= 0.00089 0.00076

MT'TD (MIN. )= 2.71 2.15

OPTIMAL THRESHOLD=  (270.63, 0.00, 0.07) (300.63, 0.07, 0.03)
5. DR= 0.96 0.90

FAR= 0.00092 0.00076

MTTD (MIN. )= 1.19 _ 2.13

OPTIMAL THRESHOLD=  (290.68, 0.08, -0.58) (327.27, 0.12, 0.57)
6. DR= 0.96 0.96

FAR= 0.00092 0.00092

MTTD (MIN. )= 1. 44 C1.44

OPTIMAL THRESHOLD= (293,36, 0.19, -0.58) (293.36, 0.19, ~0.58
7. DR= 0.96 0.90

FAR= 0.00089 0.00082

MTTD (MIN. )= 1.87 1.66

OPTIMAL THRESEOLD=  (271.40, 0.01, -0.02) (308.22, 0.02, 0.07)
8. DR= 0.95 0.90

FAR= 0.00092 0.00089

MTTD (MIN. )= 1.44 1.46

OPTIMAL THRESHOLD=  (293.43, 0.02, -0.56) (310.04, 0.04, 0.56)

XINTTIAL THRESHOLD VECTOR = OPTIMAL THRESHOLD VECTOR AT 0.95 DETECTION LEVEL
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TABLE 5 (Cont'd)

EVALUATION OF STRATEGY EFFICIENCY IN MOVING
TC LOWER DETECTION LEVEL

STRATEGY RESULTS AFTER 400 ITERATIONS  RESULTS AFTER 100 ITERATIONS
AT 0.95 DETECTION LEVEL AT 0.90 DETECTION LEVEL*
9. DR= 0.96 0.95
FAR= 0.00066 : 0.00066
MTTD (MIN.)= 1.50 1.65
OPTIMAL THRESHOLD= (290.74, 0.62, -0.58) (292.14, 0.61, 0.54)
10. DR= 0.95 0.91
FAR= 0.00069 0.00069
MTTD (MIN. )= 1.50 2.41
OPTIMAL THRESHOLD= (292.02, 0.57, -0.55) (306.26, 0.65, -0.45)
11. DR=
FAR= NOT NOT
MTTD (MIN. )= ACHIEVED ACHIEVED
- OPTIMAL THRESHOLD=
12. DR= 0.96 0.93
FAR= 0.00083 0.00069
MTTD (MIN. )= 1.24 1.55
OPTIMAL THRESHOLD= (290.10, 0.52, -0.44) (301.35, 0.59, -0.49)
13. DR= 0.95 . 0.90
FAR= 0.00072 0.00039
MTTD (MIN. )= 1.44 4,64
OPTIMAL THRESHOLD= (273.54, 0.57, -0.06) (248.32, 0.63, 0.18)
14. DR= 0.95 0.95
FAR= 0.00056 0.00056
MT'TD (MIN. )= 2.18 2.19 |
OPTIMAL THRESHOLD= 243.66, 0.62, 0.04) (243.66, 0.62, 0.04)
15. DR= 0.95 0.91
FAR= 0.00066 0.00056
MTTD (MIN.)= 2.09 1.92
OPTIMAL THRESHOLD= (269.30, 0.64, -0.24) (306.50, 0.62, 0.10)
16. DR= 0.95 0.91
FAR= 0.00052 0.00046
MTTD (MIN. )= 2.81 4,48
OPTIMAL THRESHOLD= (257.77, 0.63, 0.05) (262.71, 0.61, 0.15)

*TNITIAL THRESHOLD VECTOR = OPTIMAL THRESHOLD VECTOR AT 0.95 DETECTION LEVEL
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Strategies 2, 6, %, 12 and 14 are unacceptable because of inability to
move from a 95% detection level to a 90%Z detection level within 100 iterations.

Strategies 1, 3, 4, 5, 7 and 8 reach optimal thresholds with relatively
high false-alarm rates, and so are unacceptable, |

This leaves strategies 10, 13,and 15 as possible candidates for our cali-
bration strategy. Our final criterion for deciding among these strategies is
that of independence with respect to the initial threshold vector; that is,
that an optimal threshold be reached regardless of the choice of initial thres-
hold vector. This criterion immediately eliminates strategy 10, since straf—
egy 2 (identical to strategy 10 except for the initial threshold vector) does
.not move from the 95% level to the 90% level of detection.

Finally, out of a choice of strategies 13 and 15, the latter was chosen,
as it reached the_loweét false-alarm rate. Table 6 summarizes the reasomns

for eliminating the various strategies.
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TABLE 6

SUMMARY OF REASONS FOR STRATEGY ELIMINATION

Strategy Reason For Elimination
1. High fgbg-alarm rate.
2. Does mnot move to next detection level; high false alarm
. rate.
3. High false-alarm rate.
4, High false-alarm rate.
3. High false-alarm rate.
6. Slow optimization; does mot move to next detection level;

High false-alarm rate.

7. High false—alarm rate.

8. High false—alarm rate.

9. Does not move to next detection level.

10. Unacceptability of strategy 2 (related strategy).

11, Does not reach desired detection level.

12. Does not move to next detection level.

13. (Acceptable strategy).

14. Slow optimization; does mot move to next detection level.
15. (Optimal strategy).

16. ' Slow optimization.
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TIT. THE BAYESTIAN ALGORITHM -

A. THEORETICAL CONSIDERATIONS

Consider a freeway section betweeg two detectors which are located on one
of the section lanes. Let Z represent a certain traffic feature: {character—
istic) measured at either the upstream or downstream detector or at both. Let
f(Z/Ul) and f(Z/UO) represent the frequency distribution functions of feature
7 during incident (Ul) and incident-free (UO) situations, respectively, for
certain environmental and traffic conditions.

Based on the histofy of éépacitymreducing incidents oﬁ the above freeway
section, the probability of amn incident occurring on the segtion, under certain
environmental and traffic. conditiomns, could be derived and denoted by P{(Up).
Likewise, the probability of not having any capacify—reducing incidents will be
denoted by P(Up). It holds. that:

(1) Py = 1-P(U;)

and

a

b b ,
(2) P(Up) fo_f(Z/UD)dZ ¥ P(_Ul)/ Le@opaz = 1
. A -

0
where a,, by, 81, and by are the upper and lower bounds of Z in the functions
f(Z/UO) and f(Z/Ul),‘respectively.

For our algorithm feature Z choose a threshoid‘zl, If 2 > Z' a possible
incident state is signalled; if Z < Zp, an incident—fxee‘state is signalled.
."lﬁ ghall signify an incident-state signal, "O" shail gsipgnify an incident-free
state signal. It can be.shown that the probability of getting an incident

gignal, P(1), could be expressed as follows:

bg b1
P(1) = P(Uy) f(Z/UO)dZ + P(Ul) f(Z/Ul)dZ

Z1 21

Similarly, the probability of getting a nonmincideﬁt signal, P(0), is:

Zl ‘ zl .
p(0) = P(UO)/ £(2/Tp)dz + P(Ul)/ £ (2/vy )az
%o %1
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Applying Bayesian considerations one can develop an expression for the

probability of having an incident given that an incident signal "1" was output.
b
This expression is: . 1
P (U7) £(z/0,)az
"z

e

P(incident/1) =

bo bl .
P(UO) F(Z/UODdZ + P(Ul) f(Z/Ul)dZ

z1 21

The probability of no incident when a non-incident signal "0" is output could

be expressed as:

P(U) £(z/U09)dZ

B
»] N
l_l

P(no incident/0) =

Z

1
P(Up) £(Z/ug) + P(Ul) f(Z/Ul)dZ

e~

0 a1

The optimal threshold Zl could be obtained by maximizing the expression:

P(incident/1) + P{(no-incident/O)

Theoreticélly, the above optimization procedure for Z1 could be repeated
for all £ (A/Ul) vielding a set of optimal thresholds Z; where 1 represents
consecutive determined time intervals after detecting an incident. However,
by selecting a feature with no statistically significant differences between
fi(Z/Ul) and £44q (Z/Ul) only one threshold value could be utilized in the
detection process. The utilization of such a feature is important in view of

the fact that delay is encountered between the occurrence of an incident and

its detection. In such cases, the calculated Zl’ Z,, etc. will not represent

consecutive time intervals immediately after the occurrence of the incident.
Thus, by selecting one appropriate threshold the threshold synchronization

problem is eliminated.
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The Bayesian coﬁcepts applied to incident considerations vielding prob-
abilities of having an incident given one signal "1" or 10" could be extended
to the case of strings of signals, That is, the algorithm could be applied
over n successive time intervals generating an n~-signal string, Though fore-
ing the decision makef-to wait n time intervals before making an incident
management decision, it would provide more reliable information, Obviously,
for practical reasons, n could be limited to three, and signal strings of
interest would be 10, 11, 100, 101, 110, and 111. The string 110, for example,
would indicate that during the first two time intervals incident signals (11)
were output and a no—incideﬁt signal (0) was output in the third time interwval.
The nature of the probabilities of having an incident given that any of ﬁhe
above signal strings ﬁaVe'occurred could be shown to be such that:

P(incident/lll) > P(incident/11)
and

P(incident/100) < P(incident/10)
The above relationships are necessary conditions for the Bayesian approach
to be wvalid.

The probabilities of having an incident or no-incident given that the

n-signal strings shown above have occurred, were developed and are shown below:

P(ine./1) = P(1/inc.) P(inc.)
PCl/inc.) P(inc.) + P(1l/no-inc,) P(no-inc.)
P(inc./0) = P(0/inc.) P(inc,)

P(0/inc.) P(inc.) + P(0/no-inc.) P{no—inc.)

P(no-inc./1) = P{1l/no-inc.) P(no—inc.)

P(1/inc.) P(inc.) + P(1l/inc.) P(no-inc.)

It

P(no-inc./0) = P(0/no-inc.) P(no-inc.)

P(0/inc.) P(ine.) + P(0/no-inc.) P (no—-ine.)
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P(ine./10) = P(0/inc.) P(inc,/1)
?(0/inc.) p(inc./1l) + P(0/no~inc.) P(no-inc./1)
P(inc./11) = P(1/inc,) P(inc. /1)

P(1/inc,) P(ine,/1).+ P(1/no~inc.) P(no~inc./1)

P(inc, /1.00)

Il

?(0/inc,) P(ine,/10 + P(0/no~inc.) P(no-inc./10)

P(inc./101) = P(1/inc.) P{inc,/10)

B(1/inc.) P(inc,/10) + P(1/no~inc.) B(mo-inc./10)
P(inc,/110) = P(0/inc.) P(inc,./11)

P(0/inc.) P{inc./11) + P(0/no-inc,) P{(no-inc,/11)
P(inc./111) = B(1/inc.) P(imc./11)

P(1/ine.) P(inc./11) + P(l/n0winc.)‘P(no—iné./ll)
The above probabilities could be computed for any particular freeway section
and specific traffic and environmental coﬁditions, utilizing the history of
capacity—reducing incidents.

For appropriate freeway sections and environmental and traffic conditions
the theoretical probabilities of having an incident giveﬁ a certain signal
string could be correlated with actual string pfobabilities,derived from on-
line implementation of the Bayesian algorithm, Once the calibration is com~
plete, a cerfain_criterion value could be selected for making an incident man-

agement decision.
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B. ALGORITHM DEVELCPMENT

The process of fuantifying the theoretical considerations presented pre-
viously required three data bases:

1. Incident data base,

2. Incident-free data base, and

3. Emergency Patrol Vehicle assists data base.

The first two data bases were used in developing f(Z/Ul) and f(Z/UO), respec—
tively, while the third one was atilized in developing historical probabilities
of capacity-reducing incidents.

The historical data base for the capacity-reducing incidents was developed
utilizing emergency.patrol vehicles assistance-rendered reports for the years
1973, 1974 and 1975. These reports provide information as to the type of in-
cident (aceident, stalled vehicle, etc.), its location,.estimated occurrence
time, environmental conditions, and other related informatiom.

Once the three data bases were available it was possible to proceed with
the selection of a study.site for which the Bayesian model would be developed,
the development of historical probabilities of capacity-reducing incidents, and
the selection of the appropriate traffic flow feature to be incorporated in the
Bayesian model.

Study Site Selection

The selection of the study site was confined to isp-operational sections
for which large enough samples of incident-free and incident data from the
above data bases were available.

Investigatibns into the matter led to the study site selection of the Out-
bound Kennedy between the Chicago loop and its junction with the Edens Express-
way. This section of the Kennedy is basically four -lanes wide with two

L
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reversible lanes operating outbound in the PM rush period, and experiencing an
ADT of approximately'115,000 vehicles. In 1975, the number of weekdays EPV
assists (capacity-reducing incildents and others) was nearly 1500 on that section
of the Kennedy averaging approximately one capacity-reducing incident during the
PM rush.

Feature Selection

TIn the feature-selection process, seven traffic features were considered.
These features, taken from the TSC incident detection algorithms, are given below:

Feature Name

0cC () = Minute average occupancy measured at upstream

detector time t

DOCC () = Minute average occupancy measured at downstream
detector at time t

OCCDF(t) = occ(t) - DOCC(t)

OCCRDF (t) = OCCDF (t)/0CC (L)

SPEED (t} = Minute average speed measured at upstream detector
at time t

DOCCTD{t) = (DOCC (t~2) — DOCC (1)) /DOCC (t-2)

SPDTDF (t) = (SPEED (t-2) - SPEED(t))/SPEED(t-2)

The criteria for selecting a feature were:
1. Considerable differgnces between the feature values before and during
the incident. |
2. Stability of the above difference during the incident.
High stability would allow the usage of a single threshold throughout the detec-

tion’ . process with benefits as described earlier.
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Feature analysis was conducted and the features OCCRDF(t) were selected
for the Bayesian model. However, since theoretically =-®< OCCRDF(t) < 1, it
was decided, for the purpose of mathematical convenience, to introduce the
feature Z = 1-OCCRDF(t), where 0< Z < + =,

The next step was to develop a mathematical expression for_f(Z/UO) and
f(Z/Ul). These functions were developed for data collection on the study site
for the afternoon rush of dry-weather weekdays, Statistical analysis, using
the Kolmogorov-Smirnov test at the 5% level of significance, conflrmed the
following truncated shifted Gamma distributions,

16,1  =-21.6(Z+0.4)

ez/up) = 20,6 [21.60.0)] e
.993  (17.1)
~0,711 -1.082(z-0.821)
£(z/Uy) = 1.082 [1.082(z-0,821)] e

.991  (0.289)

Probabilities of Capacity-Reducing Trncidents

Once the study site was selected, the number of capacity-reducing inci-~
dents was determined through correlation of EPV assistance~rendered reports
with flow abnormalities.ihdicated by available occupancy contour maps. The
average number of incidents occurring on dry-weather weekdays during the PM
rush period (2-6 PM) was found to be 1.04,

The probability of an incident occurring at a given detector at a speci-
fied minute during a certain time period is given by the ratio A/B*C, where A
is the average number of incidents occurring on the study section within the
total time period, B is the total number of detectors in the study section, and
C 1is the number of minutes in the time period. Tor A= 1,04, B =15, and C =

240; P(inc) is found to be 0.00027 and P(no-inc) = 1 - 0.00027 = 0,99973,
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Derivation of the Qptimal Threshold

Having derived mathematical expressions for P(Up), P(U7), £(z/Ug5), and
f(Z/Ul) it was possible, through simple numerical analyéis,to obtain values
for P(incident/l) + P(no-incident/0) for different values of Z. The values of
P(incident/1) + P(no-incident/0Q) were plotted against the coyresponding Z
values, and the optimal threshold Z. was the one that maximized P(incident/1) +

P(no-incident/0). The value of Z, was found to be 0,57 to yield OCCRDF(t) =

1 -2z, = 0.43.

1
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IV. OFF-LINE EVALUATION OF ALGORITHM PERFORMANCE

A. COMPARISON OF PATTERN-RECOGNITION ALGORITHMS

The ultimate goal of the off-line evaluation was to obtain for the
tested algorithms optimal sets of thresholds related to various traffic
and environmental conditions to be implemented in an operational on-line
incident-response system. In the process to achieve that goal, the off-
line evaluation was divided into four major tasks:

1. Comparative analysis of algorithms' efficiency.

2. Evaluation.bf the effect of lateral detectorization

on algorithms' performance.

3. Evaluation of the effect of incident severity on:

algorithms' performance.

4. Hierarchy analysis of thresholds' effectiveness.

'Comparative Analysisg of Algorithms Efffciency

The compafative analysiz of the tested algorithms was performed by
running each of the five algorithms: 7, 8, 9, 10 and 16-14 through the
various incident and incident-free data strata, utilizing TSC's CALB Pro-
gram which had been modified for the Traffic Systems Center's GE 4020
computer. The CALB evaluation of these algorithms was performed for nominal
detection rates of 75%, 80%, 85%, 90%, 95% and 99%, and for the following
incident data categories: "ALL", "RD" and "NRD". The strata of "RW'" and
"NRW" included only 6 and 8 incident cases, respectively, and were excluded
from the detailed analysis.

A comparison of the Detection Rate-False-Alarm Rate (DR-FAR) relation-
ships of Algorithms 9 and 16-14 with those of Algorithm 7, 8, and 10

indicated that alpgorithms 9 and 16-14 experience relatively high FAR across
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the whole DR spectrum. At the same time, however, their Detection Rate-
Mean-Time-To-Detect (DR-MTTD) relatiomships seemed to be more favorable
than those for the other algorithms. However, since in many cases the
differences in MTTD for the various algorithms were not found to be
statistically significant, the relatively poor DR-FAR relationships be;
tween algorithms 9 and 16-14 suggested the elimination of these algorithms
from further analysis even though favorable results were indicated for
algorithm 9 in Reference (1). However, for the sake of representative
analysis and future on-line evaluation, it was decided to eliminate only
algorithm .

Figures (7) and (8) present the optimal relationships between the DR
and TAR and between the DR and MTTD, respectively, as obtained by the CALB
program, for algorithms 7, 8, 10 and 16-14.

Overall, therthree algorithms (7, 8, 10) produced better DR~FAR
relationships for the "Non-Rush Dry" (NRD) category than for the "Rush-Dry"
(RD) category. Over the investigated range of the DR, the FAR for the
"Non—-Rush Drﬁ" category ranged from .00% to .01l%, while the range for the
"Rush- Dry" category was from .02% to .11%.

Within the "Rush Dry" category no single algorithm displaying in-
variably better FARs over the DR spectrum could be found. However, for the
higher DRs (.95 and above) algorithm 7 was the most efficient. Also, the
same algorithm was found to yield the least FARs over the whole DR spectrum
for the "Non~Rush Dry" category.

The Time-To-Detect analysis utilized the optimal sets of thresholds
developed for the DR-FAR relationships. As shown in Figure (8), the MITD
for the "Rush Dry" and "Non-Rush Dry" categories ranges from 1.3 min. to
4.4 min. and from 3.3 min. to 6.5 min., respectively. The results for the
"A11" category (2.2 min. to 4.7 min.) represent, to a large extent, the

combinations of the "Rush Dry" and "Non-Rush Dry" results.
¥
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Within the "Rush Dry" category, Algorithm 16-14 displayed the lowest
MITD for all detectio; rates, The same algorithm displayed the lowest MTTD
at the 957 detection rate within the "Non-Rush Dry" category. TFor lowest de~
tection rates no single algorithm displayed invariably lower MTTD Within that
category,

Further insight as to the differences in MTTD between algorithms for
the various incident data categories was obtained utilizing the Kolmogorov-—
Smirnov and the Mamn-Whitney U tests (8) for thresholds representing the 95%
detection level. This level was selected for its assumed applicability to an
operational on-line system. The results of the statistical analyses for Al-
gorithmsl7, 8, 10, and 16-14 are presented in Table 7. From this table it can
be seen that as far as the MTTD is concerned, no gtatistically significant
difference (5% level of sigrnificance) was Found between the algorithms at the
957 detection level for all the incident categories,

Tt seems, then, that the DR-FAR relationship is more representative of
the difference among algorithms than the DR-MTTD relationship, and should be
the major criterion for selecting algorithms. |

Based on the results in Table 7 for the false-alarm rate, Algorithm 7 was
the apparent best for the "AIl", "Rush Dry", "Non-Rush Dry", and "Non-Rush Wet"
categories at the 95% detection level while Algorithm 8 was-fhe apparent best
for the "Rush Wet" category, at the same detection level, The apparent hest

algorithms for other detection levels could easily be obtained from Figure -7 .

Evaluation of the Effect of Lateral Detectorization on Algorithms Performance

In the design process of a freeway surveillance and control system there
is always the question of a trade-off between the level of detectorization
(longitudinal and lateral) and the gains in terms of control and incident de-

tection effectiveness, The analysis presented in this section compares the



i TABLE 7

COMPARTISON OF ALGORITHMS' PERFORMANCE
AT 95% DETECTTON RATE
FOR VARIOUS INCIDENT DATA n»HmmOWHMm

’

. Statistically
Sample Apparent Best Alg.
Category Size Ale. 7 Alg, 8 Alg. 10 Alg. 16-14 Best Alg. (for MTTD)
(For< , or/*)
A1l 99 o =0,019 0.0297 0.0231 0.11 7 (&)
/4 =3.39 2.85 3.68 2.28 16-14 (/) None®
¢ =3.25 3.01 3.42 3.05
Rush-Dry 54 = =0.056 0.0786 0.067 0.26 7 (et)
(RD) /=2.23 2.75 2.88 1.26 16-14 () None?
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7 =2 1.99 2.24 2.15
%  =False-Alarm Rate (%)
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& =Standard Deviation (min)
a =Kolmogorov-Smirnov Test (5% los)
b =Mann-Whitney U Test (5% los)
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performance of algorithms 7, 8, 10, and 16-14 as related to incidents
occurring on the detector lane versus those occurring on the non-detector
lanes. The Chicago érea expressway system under surveillance utilizes
full detector stations every three miles and single detector stations,
usually on lane 2 (lane 1 being the inner lane), every half mile.

The relationships between DR and FAR aﬁd between DR and MTTD for
algorithms 7, 8, 10, and 16-14 for incidents occurring on the detector
lane and non—detectof lanes, and falling within the "Rush Dry" category
(RD-1, RD-0) and the "Non-Rush Dry" category (NRD-1, NRD-0), are pre—
sented in Figures (9) and (10), respectively.

The presented relationship between the DR and FAR suggests that for
both categories ("Rush Dry" and "Non-Rush Dry"), the optimal thresholds
obtained for incidents occurring on the detector lane are less sensitive
to discontinuities in traffic flow, as expressed in lower FAR than those
obtained for incidents occurring on the non—detector lanes. This is
explained by the fact that, generally, incidents occurring on the de-
tector lane have higher feature values requiring less sensitive thresholds
Whiéh lower FARs. Incidents occurring on non-detector lanes have a some-—
what attenuated impact when measured off another lane, thus requiring more
senéitive thresholds (lower value) risking a high FAR.

It is observed in Figure‘(lO).that for the "RuShID:y“ category, the
relationship between the DR and MITD is more favorable for incidents
occurring on the non-detector lame than for those occﬁrring on the de-
tector lane. This trend could be explained by the fact that the FAR
inereases with DR, while the MTTD decreases with DR, yielding a decrease
in MTTD with an increase in FAR. Thus, for a certain DR, the FAR on the

detector lane is higher than the one experienced on the non-detector lanes,
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yielding a higher MTTD, This, however, is not the case for the "Non-Rush Dry"
category. The reason could be the small sample of (8) incidents occurring
on the detector lame in the "Non-Rush' category.

Tn order to find out whether there was a statistically significant dif-
ference between the MITD for incidents on the detector lane and for those on
the non-detector lanes, for both the “Rush Dry" and "Non-Rush Dry" categories,
the Kolmogorov-Smirngv test was conducted, The test was conducted at the 95
percent detection level. TFor the "Rush Dry" and "Won-Rush Dry" categories
tests were made for Algorithm 7, and Algorithm 10, respectively, both being
the most efficient algorithms at the detection'level. According to the
Rolmogorov-Smirnov test, no significant differences between the MTTD were
found for both the "Rush Dry'' and "Non-Rush Dry" categories at the 10%
level of significance.

The above analyses suggest that the relationship between DR and FAR
is more critiecal than that between the DR 'and the MTITD.

As to the relative performance of the individual algorithms within the
various incident data categories, Table 8 presents, for the 95 percent level
of detection, the MTTD, the standard deviation of the detection time, and the
FAR for algorithms 7, 8, 10 and 16-14, and for the incident data categories:
"RD-1", "RD-0", "NRD-0" and "NRD-1". The Kolmogorov-Smirnov and Mann-Whituney
U tests were conducted for significant differences in the MTTD. The results
of these tests are also presented in the following table in terms of the
statistically best algorithm as compared with the apparent best, According to
these tests, no single algorithm proved to be superior to others with respect
to the MTTD for the "RD-0", "NRD-1", and "NRD-O" caﬁegories. Algorithm 16-14,
however, proved to be the best for the "RD-1" category. Considering the FAR,

algorithm 10 seemed to be the best for the "RD~1" category, while algorithm 7
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excelled in the "RD-0" and "WRD-0" categories. No apparent best algorithm was
found for the “"NRD-1" category.

Additional analysis was made of the differences in FAR and MTTD for acci-
dents and non-accident incidents occurring on both the detector lane (coded
50-1 and 46-1, respectively) and non-detector lanes (coded 50-0 and 46-0, re-
apectively) with optimal thresholds obtained for each particular situatiom.

The analysis included tests for significant differences in MTTD among and with-
in the "Rush-Dry" (RD) for algorithms 7, 8, 10, and 16-14 at the 95 percent de-
tection level using the Kolmogorov—Smirnov and Mann-Whitney U test at the 5
percent level of significance. The results of this analysis are presented in
Table 9.

From this table it can be seen that as far as the MTTD was concerned,
there was no significant difference for accidents and non-accident incidents
occurring on either the detector lane or the non-detector lanes for each of the
tested algorithms. Also, no significant differences in MTTD were found among
algorithms within the categories RD50-1, RD50-0, and RD46-1., Algorithm 7,
however, was found to be the best within the RD46-0 category.

As far as thé FAR was concerned, thresholds that were developed for acci-
dents and non-accident incidents occurring on the detector lane yielded equal
or better results than thresholds developed for accidents and non-accident
incidents occurring on the non-detector lane for all the tested algorithms.
This is expected since thresholds for detecting incidents on the detector
lane could be less sensitive to discontinuities in traffic flow than thresholds
for incidents on the non-detector lanes.

With regard to the individual categories, algorithms 7 and 8 performed the
best for RD50-1, RD50-0, and RD46-1, whereas algorithm 10 excelled in the
RD-46-0 category. The local algorithm 16-14 yielded relatively high FAR for

all categories tested.
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The above results indicate that the MTTD did not prove to be a major
criterion, unlike the FAR, in the selection of algorithms.

It seems that, in order to generate a low FAR, thresholds developed for
incidents on the detector lanes should be used even though the probability
of occurrence of incidents on the non-detector lanes is naturally higher
than for those occurring on the detector lane. However, these less-sensitive
thresholds would reduce the rate of detection of incidents occurring on_the

non—detector lanes.

Fvaluation of the Effect of Incident Severity on Alpgorithm Perfermance

One of the considerations in selecting a particular set of thresholds
for the operation of a certain algorithm could be its relative effectiveness
in detecting accidents and non-accident incidents,which usually differ in
their impact on traffic flow. As shown previously, thresholds for incidents
occurring on the detector lane are less sensitive in terms of FAR than those
for incidents occurring on the non-detector lanes. However, the effective-
ness and efficacy of thresholds developed separately for accidents and non-—
accident incidents are yet to be evaluated.

Table 10 presents a comparison of MITD and FAR, at the 95 percent
detection level for algorithms 7, 8, 10 and 16-14, between accidents and
. non-accident incidents occurring either on the detector-lane or the non-
detector lamnes or on both.

As can be seen from Table 10, as far as the MTID was concerned the
Kolmogorov—Smirnov and Mann-Whitney U test did not show any significant
difference, at the 5 percent level of significance. |

As far as the FAR was concerned, thresholds that were developed for the
accident data performed better than those developed for the non—accident

data in all cases. This, of course, is expected, since an accident would have
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a greater disruptive impact on traffic flow than a non~accident incident.

The question that remains to be answered concerns the effectiveness of
thresholds developed for accidents in detecting non—accident incidents.
Analysis showed that thresholds developed for accident data off the detector
lane at the 95 percent detection level detected omly 78 percent of the mnon-
accident incidents on that lane for algorithms 7 and 8 (FAR=0.22%) and
detected all these non~accident incidents for algorithm 10(FAR=0.56%). It
ceems that if FAR is the major criteria, them thresholds developed for
accidents (RD50-1) could-be used to detect other incidents (RD46—1). This
also holds true for RD46-0 and RD50-0, for algorithms 7, 8, and 10.

Hierarchy Analysis of Threshold Effectiveness

The effort involved in developing the input necessary for an optimal
on-line incident detection system could be quite enormous. Part of this
effort is the development of thresholds appropriéte for various environ-—
mental, geometric, and traffic conmditions. In addition, for freeway systems
with low level of detectorization, the question exists as to whether thres-
holds representing accidents or nop-accident incidents on either the detector
or non-detector lanes should be used.

This section evaluates the efficiency, in terms of DR, FAR and MTTD, of
applying lower level thresholds to higher level incident data categories
(i.e. thresholds developed for the "All" category are tested on the "Rush-
Dry) category). The objective of such an analysis is to investigate the
possibilities of reducing the amount of effort required in developing the
optimal séts of thresholds. The thresholds for each lower level incident
category were obtained for the 95 percent nominal DR and were applied.to a
higher level incident category to yield appropriate values for the other

measures of effectiveness. The Mann-Whitney U test was applied to establish
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the significance of the difference between the MITDs of each two compared
incident categories. Table 11 presents thé.results of this analysis.

As it can be seen from this table, thresholds developed for "All" could
be used during "Rush Dry" (RD) periods by all three algorithms, if lower FARs
were sought. There.was no advantage, however, in using the "All" thresholds
during the "Rush Wet" :(RW), "Non-Rush Wet" (NRW), and "Non—Rush Dry" (NRD)
periods as far as the False-Alarm Rate (FAR) and MTTD were concerned. How—
ever, as far as the Detection Rate (DR) was concerned, the "All" thresholds
could be used more effectively in algorithms 7 and 10 during the "Non-Rush
Dry" period.

The "Rush Dry" thresholds, when used during the "Non—Rush Dry" period,

" yielded improved DRs for algorithms 7 and 8 compared to those obtained by
the thresholds of ﬁhe "Non-Rush Dry" period itself. As far as the FAR and
MITD were conéerned,no advantage was found using the "Rush Dry" thresholds.

Thresholds developed for the "Rush Dry" category were applied to both
the "Rush Dry" incidents detected on the detector lane (coded RD-1) and the
"Rush Dry" incidents detected on the non-detector lane (coded RD-0). In
both cases these thresholds were found to be inferior to the thresholds rep-
resenting the two categories. When the "RD-1" thresholds were applied to the
"RD-1" category, the FAR improved but the DR decreased for all algorithms.

When the "RD-1" thresholds were applied to the "RD-50-1" category (acci-
dent incidents occurying on the detector lane during the "Rush Dry'" peried),
there was no change in the DR and no significant difference  in the MTTD.

Other thresholds hierarchy could be easily obtained from the Table 11,
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TABLE 11 -
THRESHOLD HIERARCHY. ANALYSIS

ALG. 7 ALG. 8 . ALG. 10

% &
Thresholds | DR | FAR [ MTTD | SIG. | DR | FAR |MTTD [SIG.| DY FaR MTTH SIG.
Compared _ DIF. DIF. DIF.

211 on RD vg 0.92 -] .056°{3.40 | No 0.90| .06712.52 |no P.93] .056 | 3.25 | No
RD on RD 0.96 {.056 | 2.23 0.961 .078|2.75 0.95] .067 | 2.88

RW on RD vs| 0.85 |.034 |3.63 {Yes | g.64| .00015.243 |Yes P.81] .045 [4.2]1 No
RD on RD 0.96 |.056 | 2.23 0.961 .078|2.75 D.95 .067 |2.88

NRD on RD vsi 0.92 ;.056 |3.36 [ No 0.83| .045|2.86 o [P-87| .056 [2.21 | Wo
RD on RD 0.96 |..056 [2.23 0.96] ,0781(2.75 0.95| .067 |} 2.88

NEW on RD ws|0.92 |.056 |3.40 | No 0.83} .04512.86 |No P.87}.056 |2.21 No
RD on RD 0.96 [.056 | 2.23 0.96| .078 |2.75 D.95{ .067 | 2.88

All on RW wvs{1.00 |.056 |2.33 | No 1.00] .06712.33 Mo [L-0 ] .056 [|2.50 | No
RW on RW 1.00 {.034r12.83 1.00 | .000 |3.99 1.0 | .045/12.50

RD on RW wvs|1.00 .056 |2.16 | No 1.00§ .078 |2.16 INo 1.0 .067 |2.50 No
RWon BW . [1.00 |.034 |2.83 1.001 .000 {3.99 L.0 | .045 | 2.50
NRD on RW vs{1.00 1.056 [2.21 | No | o.84| .044 [2.80 Mo t.o .056 11.99 | No
RW on RW 1.00 |.034 |2.83 1,001 .000 i3.99 .0 {.045 | 2.50
NRW on RW vs|1.00 |.056 {2.33 | No | o0.84) .044 2.80 o -0 |-056 }1.99 | No
RW on RW 1.00 |.034 }2.83 1.00| .000 [3.09 .0 | .045 | 2.50

All onNRD!vsi1.00 |.005/{3.78 No 0.96 | .014 B.62 fNo L-.C {.009 [4.28 No
NRD on NRD |0.96 |.005 }|3.93 0.96 1 .005 B3.67 D.96| .005 | 2.87

RD on NRD ve|1.00 |.014 |3.46 | No |1.00 | .023 B.46 Ko 0.93].019 [2.23 | xo
NRD on NRD |0.96 |.005 {3.93 0.96 | .008 B.8&87 D.96] .005 12.87

RW on NRD vs|0.90 |.009 |[4.38 No 0.68 | .009 L‘27 o D-97|.005 {4,371 No
NRD on NRD |0.96 {.003 |3.93 0.96 | .005 B.67 D. 96| .Q05 t2.87

NRW onNRD vs|1.00 |.005 |3.78 | Wo |o.68 | .009 #.27 No ©.96/.005 {2.87 | e
NRD on NRD 0.96 ;.005 (3.93 0.96 | .005 R.67 D.96] .005 | 2.87

211 on NRW v:0.87 |.005 |2.71 | Ne 11,00 |.014 p.62 No PD-87|.009 |5.32 | No
NRW on NRW [0.87 |.005 [2.71 1.00 | .005 B.63 L.O | .005 |2.87

N

RD on NRW vs| 1.0 ,014 |2.50 | Wo “11.00|.023 P.50 Ne |1.-0f.019 |{6.0D | ves
NRW on NRW (0.87 [.005 {2.71 1.00 | .005 B.63 4 1u0p . 005 |2.50

RW on NRW vs|0.75 |.009 {7.14 | No 0.75 | .009 B.34 No PD-87].009 15.14 | No
NRW on NRW [0.87 |.005 |2.71 1.00 | .005 b.s3 1.0].005 |2.50

NRD on NRW w0.87 §.005 {2.85 No 1.00 | .005 2.63 Ko 1.¢ ;005 2.50 No
NRWcon NRW 10.87 1.005 12.71 1.00 ! .ons5 B.g3 1.0..005 '2.50

* for MTTD
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TABLE 11

Alg. 7 Alg. 8 ; Alg. 10
SIG.. ! ! SIG. : ; | sIG.
Thresholds DR | FAR ‘ MT'I‘-D\ DIF. {DR |FAR :MTTD DIF. DR : FAR | MTTD { DIF.
Compared 7 1 : ; i |
RD on RDO vs| 0.96 .056] 2.47] No [0.96 [.078 ;2,04 No | 0.92 .067: 3.04 ! WNo
RDO onRDO 0.96} .056 | 2.28. 0.96 |.067 | 2.32 0.96: .067 | 3.07 i
’ i P t i ] .
RDL on RDO vs | 0.77,.045 | 2.45' No |0.77 |.045 3.15{ No | 0.69! .033}{3.72 | No
RDO on RDO 0496 .056 { 2,28 | 0.96 |-.067 {2.32} 0,96 .067}3.07
RD on RDL vs| 0.96].056 | 1.99 | No  10.96 |.078 ;1.81% No | 0.96 .067|2.74 { No
RD1 on RDl 0.96}.045 | 2.96 | 0.96 {.045 13.77 0.96! .033 ; 3.18
t . ‘ ;
RDO on RD1 vs | 0.96].056 | 1.84 EYes 0.96 |.067 il.BBﬁ Yes | 0.96 .067:2.77 | No
RDL on RD1 0.96}.045 | 2.96 1 0.96 |.045 [3.77 | 0.96. .033  3.18
i i i ! ! i
i L : i e 1
RD on RD46 vs| 0.96.056 {2.31 | No :0.96 |.078 {2.05 No  0.96 .067 {2.86 | No
RD46 on RD46 0.96}.056 | 2.31 | {0.96 [.078 (2.18 . 0.96: .078 | 2.36 |
RD50 on RD46 vs|0.961.056 {2.31 iNo }0.87 [.067 |2.44 No i 0.911 .078 | 2.56 1 No
RD46 on RD46 0.96{.056 |2.31 10,96 1.078 '2.18 . 0.96!.078 ' 2.36 !
RD on RD50 vs| 0.971.056 12.17 {no  {0.97 078 11.83 Mo | 0.93 .067 2.89 o
RD50 on RD50 0.97|.056 {2.17 0.97 067 12.56 0.97 | .078 [ 2.53 .
RD46 on RD50 vs ! 0.971.056 |2.17 {No |0.97 L078 12,03 ;No | 0.94 .078 2.03 , No
RD50 on RDS0 0.971.056 12.17 0.97 1067 i2.56 0.97 .078 ~2.53 !
RDO on RD46-0 vs|0.931.056 |1.84 iNo 10.93 067 12.00 'No | 1.0 :.067 2.43 | No
RD46-0 on RD46E-0 0.93[.056 |1.84 1.0 4078 [1.35 } 1.0 | .056 3.21 .
| : 5 i : ; f
 RD46 on RDA6-0  vs | 1.0 078 {1.35 {No  |0.93 [.078.{1.77 |No | 0.93 .078 2.00 & No
: RD46-0 on RD46-0 0.931.056 {1.84 1.0 L078 {1.35 1.0 , .056 3.21 i
| RD1 on RD46-1 vs 1.0 [.045 |3.34 jNo |1.0 1045 {3.44 No |'1.0 |.045 2.89 ' No
. RD46-1 on RD46-1 1.0 [.045 {3.34 1.0 1045 |3.44 1.0 : .045 ;2.89 .
RDA6 on RD46-1  vs 11.0 [.056 {2.11 |ves (1.0 1078 {2.78 {No | 1.0 ..078 .2.89 . No
RD46-1 on RD46-1 1.0 |.045 }3.34 1.0 1045 |3.44 1.0 ! .045 ' 2.89
i : E
RDO on RD50-0 vs | 1.0 {.056 }2.65 !No {l.0 |067 {2.67 |No .92 1 .067 : 3.30 | No
RD50-0 on RD50-0 1.0 {.056 }2.92 1.0 }056 {3.83 .0 | .078 3.08 i
% ; !
RD50 on RD50-0  vs [1.0 {.078 }2.58 No (1.0 1067 {3.42 jNo ; 1.0 | .078 1 3.08 | No
RDS0-0 on RD50-0 1.0 |.056 {2.92 1.0 {056 {3.83 ‘1 1.0 | .07813.08 !
RD1 on RD50-1 vs 10.95|.045 {2.76 Mo  [0.95 1045.{2.85 |No | 0.95] .045; 3.22 t No
RD50-1 on RD50-1 0.95 [.022 {4.94 0.95 ;022 {4.83 0.95| .045 | 3.22 |
t
RD50 on RDS0-1  vs |0.951.078 |1.49 |ves [0.95 1067 |1.77 |No | 0.95! .078:2.11 { Yes
RD50~1 on RD50-1 0.951{.022 {4.94 0.95 |022 [4.83 0.95! .045!3.22
DR = Detection Rate
FAR = False Alarm Rate (%)

MTTD

Mean-Time-To-Detect (fmin.)
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B. EVALUATION OF THE BAYESTAN ALGORITHM

The effectiveness of the Bayesian algorithm was evaluated by deter-
mining its detection rate, false-alarm rate, and mean-time~to-detect by
running it through incident and incident-free data related to the study
site. Also,.these results were compared with those obtained by applying
three other algorithms to the same data.

The threshold value of the traffic feature OCCRDF was .compared to
minute values of this.feature for the incident and incident-free data. Any
+ime the value of OCCRDF was greater than the threshold value, a "1" signal
was output. A '"O" signal was output when the threshold was mot exceeded.
The first "1" signal was considered an indication of a tentative incident
for both the ineident and incident-free data. A string of four consecutive
"1"s was required to signal a confirmed incident. Detection time was
defined as the difference between the time the fourth consecutive "
signal was output and the apparent occurrence time of the incident.

A total of 17 incidents, representing the afternoon rush on dry-weather
weekdays and two hours of incident-free data taken at fifteen subsystems,
were analyzed. The detection rate (percent detected among incidents), false-
alarm rate (percent of "1111" signal strings in incident-free data) and

mean-time~to-detect were as follows:

Detection Rate - 100%
False-Alarm Rate - 0.0%
Mean-Time~-To-Detect - 3.9 min.

Note that the structure of the algorithm requires that the mean-time-to-—
detect be at least four minutes. Thus, the mean-time-to-detect actually
achieved is as good as can be expected from this algorithm. (The slight
discrepancy between 3.9 min. and 4 min. is due to inaccuracies in deter-—

mining the apparent time of the incident's occurrence.)
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The Bayesian algofithm was compared with the Californla algorithm
(TSC-2) and TSC's algorithms 7 and 8. The structure of the Bayesian algo-—
rithm is shown in Figure 10. A comparison among the four algorithms using
the ineident and incident—free data cbtained from.the‘study site is given
in Table 12. The Mann-Whitney U Test was conducted to determine the
gignificance of the difference in MTTD between the Bayesian algorithm and
each one of the others. At the 5 percent level of significance such
difference was found.

From the above results it can be seen that, for the 17 incidents on
the Outbound Kennedy, the Bayesian algorithm compared favorably with the
other tested algorithms. In scme cases a difference of 2-2.5 minutes in
detecting an incident might not be éxtremely significant. This could be
in cases where the variability in response time of the incident handling
subsystem is quite considerable, or in cases where traffic messages by
commercial radio are given every 5-10 minutes or so during the rush period.
Also, such a delay in implementing ramp control strategies for incident
situations should not be detrimental, especially for a dynamic control

system which is responsive to flow changes.

Probablilities of Incidents Given Various Signal Strings

As discussed preﬁiously, theoretical probabilities for incidents given
certain signai strings could be developed once £(Z/Up), f(Z/Ul), P(Ug) were
defined quantitatively. Moreover, such values could be computed considering
the number of capacity-reducing incidents that occurred during the par-
ticular time slice (i;e. PM rush) prior to the incident under consideration.
Table 13 presents prebability values for the occurrence of an incident given

various signal strings.
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TABLE 12

COMPARTISON OF ALGORITHM'S EFFICIENCY

Algorithm Detection Rate False-Alarm Rate Mean-Time-To-Detect
{min.)
Bayesian 100% 0.0% 3.9
California 100% 0.11% 1.5
TSC Algorithm 7 100% 0.0% 1.5
TSC Algorithm 8 100% 0.0% 1.5
TABLE 13

PROBABILITY QF INCIDENT OCCURRENCE
FOR VARIOUS SIGNAL STRINGS

Signal String * Probability of Incident
P (inc/abecd)
P(inec/1) .00305
P(inc/11) .03351
P(ine/10) .00104
P(inc/111) .28209
P(inc/110} .01166
P(inc/101) .01166
P (inc/100) . 00035
P(inc/1111) .816@2
%# 1 - incident state signalled by algorithm
0 - non-incident state signalled by algorithm
abed (where a, b, ¢, d = 0 or 1) - states signalled by algorithm at times

t, t+l, t+2, t+3.
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From the above table it can be seen that once a signal "1" is output,
the probability that an incident has occurred is .00305 and the probability
of making a wrong incident management decision being close to 100 percent.
The probabilities of the occurrence of an incident do not improve signifi-
cantly for two or three consecutive signals. TFor a string of four "1" this
probability increases to .817, obviously the longer the string of "1" the
higher is the probability of occurrence of an incident. However, the
decision opn what string size to operate should come after an on-line

evaluation.
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V. ON-LINE EVALUATION OF INCIDENT DETECTION ALGORITHMS

Tn the on-line evaluation, five incident detection algorithms are
evaluated and compared -- the three TSC algorithms (algorithms 7, 8 and
10), the locally developed pattern—recognitidn algorithm (algorithm 16-14)
and the Bayesian algorithm.

The specific goals of the on-line evaluation were:

1. To determine the on-line efficiency of algorithms proven

to be effective in an off-line evaluation.

2. To correlate algorithm efficiency parameters derived from

the on-line evaluation with those derived from the off-line
evaluation.

3. To evaluate combinations of thresholds with respect to

geometric conditions on the freeway.

A. THE ON-LINE INCIDENT ﬂiTECTION SYSTEM

The Traffic Systems Center controls 224 directional miles of express-
ways through its Freeway Traffic Management System, the flow-chart of which
is shown in Figure 12. The backbone of the management system is the detec-
tor subsystem which utilizes full- and single-detector. stations every three
miles and half miles, respectively.

The major function of the on-line incident detection system is to
detect a capacity-reducing incident through its incident detection logic,
which utilizes three algorithms simultaneously, then delivers a message to
the monitor. Another function is to provide for continuous evaluation of

<
the performance of algorithms, rgfinement of thresholds and evaluation of
response to incidents. Figure 13 presents the basic flow-chart of the on—

° ¢
line incident detection system.
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The basic programs for both functiomns of the on-line system are the
incident determination logic program (#ST) and the incident message program
(#8). The incident detection logic program, utilizing appropriate thres-
holds obtained from previous analyses, determines the incident status of
each of the main Ilipe detectors. For recording the status, a status matrix
is used. The status matrix is updatea every minute. At the end of the
update, the incident message program (#8) scans the matrix for detected
incidents and generates an appropriate message.. The generated messages
include information on detector subsection, upstream occupancy, downstream
occupancy, time of incident, day, and date, and are maintained in a disk-
based file. -

Once the incident message is produced it becomes possible to monitor
the incident file through the CRT display as part of the incident message
management phase. The CRT display executive program (#£) is the director
of this phase. Appropriate parameters are passeéd into programs #Q and #0
for operation. Program #Q controls the queuing and the displaying of the
incident messages. Queue manipulation enables. the operator to inspect the
incident file and delete old messageé since new messages are ignored when
the queue is full. These messages consist of six elements, three of which
describe the location. They are the expressway name, the direction (IB or
OB) and the detector station. The remaining elements are the vector number,
incident file number and earliest detection time.

Program #0 can handle various options initiated by the operator. These
options could include in the future, for instance, CRT communication between
the Traffic Systems Center in Oak Park and IDOT Communication Center in

Schaumburg.




-569-

Other related programs in the on-line software are: program #H, which
produces a hard copy of the incident file; program #D which records the
operator's time of response to the message and also displays the clock-
time on the CRT screen; and program #8 which is an existing program extended

to include the CRT input required by the CRT display Executive program (#8).

B. DEVELOPMENT OF DATA BASE

The major site chosen for the study was the Eisenhower Expressway (1-90)
between I-94 and Wolf Road (Figure 14). This expressway contains wvarious
charactertistics along its thirteen-mile length. Looking at the geometrics,
the expressway is four lanes wide between I-94 and Austin Boulevard and then
drops to three lanes from Austin to Wolf Road. This lane drop is the major
bottleneck area for westbound traffic. As for eastbound traffic, First
Avenue is the major problem area. Here the degree of curvature, change in
grade, and volumes of traffic are the main causes of congestion. Both these
sections are quite a challenge for the on-line incident detection algorithms,
especially during peak hours. For comparison purposes, another expressway
(the Dan Ryan between 65th and 95th Streets) was chosen for study. This
section of expressway is a straight pipe section four lanes wide with no
major bottlenecks between its terminal peoints.

The time period picked for the survey was Monday thru Friday between
the hours of 3:00 and 5:00 PM. During this two-hour period, four capacity-
reducing incideﬁts are expected on the Eisenhower Expressway.

Aerial survey of the study section utilizing the State helicopter was
carried out to collect the incident data. The information obtained for

each stopped vehicle observed was as follows.
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1. Time of spotting,

2. Longitudinal location (i.e. inbound or outhound),

3. Lateral location (i.e. cross street),

4, Lane,

5. Vehicle description,

6. Reason for stopping, if ascertainable,

7. Type of aid present, if any, and

8. Comments to describe or explain traffic operations.

The helicopter was able to maintain an average speed of 180 KM/H
(110 MPH) Whiéh allowed one trip aleng the entire length of expressway to
be made in about 7.5 minutes. This meant that the terminal points of the
study site would be flown over every 7.5 minutes. In reality, however,
each point was viewed nearly every five minutes because of the visibility
from the helicopter flying at about 200 to 250 meters (700 to 800 feet)
above the expressway. |

With the completion of each day of data collection, the aerial survey
data were correlated with the incident information produced by the on-line
operating algorithms. This recorded information included:

i. Longitudinal location,

2. Lateral location,

3. lLane,

4. Detection time of each individual algorithm being tested,

5. Termination time,

6. Duration time, both computer and actual,

7. Actual time of occurrence, detection and termination,

8. Type of incident, or congestion-causing situation, and

9. Comments.
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After completing this correlation of computer-recorded incident messages
and actual recorded incidents, various statistics were determined. These
were detection rate, false-alarm rate, missed incidents, etc. which were
caleulated for each day for each individual algorithm.

A total of 29 days of data on the Eisenhower Expressway and 4 days on

the Day Ryan Expressway were collected.

G. ALGORITHM EVALUATION |

Based on the off-line evaluation of the algorithms it was decided to
conduct the on—line evaluation using optimal thresholds developed for the
80 and 90 percent Detection Rates, as obtained in the off-line evaluation.
In the first phase, algorithms 7, 8, and 10 were evaluated on the Eisenhower
Expressway during the PM rush. Preliminary analysis of the data suggested
that problem areas (bottlenecks, curves) were producing a considerable
number of false alarms, and it was decided to run an evaluation after having
introduced less-sensitive thresholds into the problem areas. These new
thresholds represented the off-line 50 percent Detection Rate. Then, an
evaluation of the algorithms on the Dan Ryan study section was conducted
with thresholds representing the off-line 90 percent Detection Rate.

In the second phase; the apparent best algorithm among the three above
was selected to operate simultaneously with algorithm 16-14 and the Bayesian
algorithm on the Eisenhower Expressway. Tahle 14 summarizes the evaluation
process., Each of the study cases referred to in Table 14 was analyzed for
differences in Detection Rate,_False-Alarm Rate, and Mean-Time-to-Detect
among the algorithms. Algorithm efficiency at the 80 percent detection
level was compared with that at the 30 percent level, and the efficiency
at that level was compared with algorithm efficiency at the 90-50 percent

detection level. The 90-50 percent detection level was represented by a
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set of thresholds derived for the 90 percent and 50 percent detection levels
at non-problem and problem sections, respectively.

The most promising algorithms at the deteétion levels of 90 percent and
90~50 percent were selected for further analysis. In this analysis the
cumulative distributions of the message duration of false alarms and real
incidents were compared in order to have an-indicatien as to the change with
time in the probability of an incident message being true. Also, the dis-
tribution of false alarms with respect to time during the rush period was
investigated to yield an indication as to the need for threshold refinement.

As to the relationship between the number of false alarms and geo-
metric features of the problem section, analysis was conducted at the 90
and 90-50 percent levels of detection. In this anaiysis the number of false
alarms for each problem section for one detection level was compared with
same for the other detectiom level. This was done for each of the three
algorithms 7, 8, and 10. Table 13  presents the type of problems on the
various sections of inbound and outbound Eisenhower. These problems, which
had the tendency to produce a high number of false alarms, included vertical
curves, horizontal curves, "sun effect”, bridge effect", "close bridges",
up-grades, down—grades, é merge from a double-lane entrance ramp, and a lane
drop. The sections that ﬁere operating with thresholds related to the 50
percent detection level during the 90-50 percent detection level evaluation
period are also indicated in the above table. WNo attempt was made to find
the relationshiﬁ between the Detection Rate and the geometric features of
each sectlon because of the relatively low number of incidents (16) during

the 90-50 percent detection level evaluation period.

Comparative Analysis of Algorithm Efficiency

Tables 16, 17, and 18 present the Detection Rate, False-Alarm Rate,
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and Mean-Time-to-Detect for algorithms 7, 8, and 10, for the off-line
detection levels of 80%, 90% and 90%-50%, respectively.

As can be seen from these tables, the on—line Detection Rates are
lower than the off-line ones. However, the positive correlation between
the Detection Rate and False-Alarm Rate, which was found in the off-line
analysis, seems to exist also in the on-line analysis, as shown for the
Off-line 80% and 90% detéction levels in Tables 16 and 17, respectively.

The statistical t-tests conducted for each off-line detection level
for difference in the measures of effectiveness among the algorithms did
not indicate any significant differences for any of the measures of
effectiveness for any of the detection levels, at the 5 percent level of
significance. Differences in MTTD values between the off-line and on-
line evaluations Wefe aléo noted. The on-line evalﬁation yielded MTID
values ranging between 5.3 to 7.5 minutes for thresholds representing the
90%-50% detection level. The off-line evaluation yielded MITID values
ranging from 2 to 4 minutes. The large MITD values obtained in the on-
1ine evaluation could be attributed to some inherent inaccuracies in
determining the exact time of occurrence of an incident because of the
obvious limitations of the aerial survey. Taking this into consideration,
one could presume that as far as the MITD was concerne&, both the on-line
and the off-line evaluations gave the same results.

Statistical anélysis, comparing algorithm efficiency using the 90%
detection level thresholds with that using the 90%-50% detection level
thresholds, was carried out at the 5% level of significance. It was found
that introduction of 50% detection level thresholds into problem areas
improved algorithm 7's performance in terms of Detection Rate and False

Alarm Rate, but not MITD. For algorithm 8, the introduction of the problem
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section related thresholds did not statistically improve any of the measures
of effectiveness. In the case of algorithm 10, such analysis indicated sig-
nificant differences for Detection Rate and MTTD but not for the False-Alarm
Rate.

Comparing the efficiency of each of the above three algorithms at the
80% detection level with that at the 90%Z detection level showed no sig?
nificant differences for any of the measures of effectiveness for algorithms
7 and 8. TFor algorithm 10, however, there were no significant differences
in Detection Rate and MTTD but there was one in False-Alarm Rate.

The results of the limited algorithm evaluation on the Dan Ryan Express-
way at the 90% detection levelkare presented in Téble 19. Statistical analysis
at the 5% level of significance for differences among algorithms 7, 8, and 10
indicated no significant differences for any of the measures of effectiveness.

During the second phase of the study algorithm 7, which was found to be
the apparent best for the 90%-50% detection level, was compared with algorithm
16-14 and the Bayesian algorithm. Table 20 presents the results of this
‘evaluation. Statistical analysis at the 5% level of significance indicated
that, as far as the Detection Rate was concerned, no best algorithm could be
found. Algorithm 7 and the Bayesian algorithm were superior to algorithm 16—
14 with respect to the False-Alarm Rate while algorithme 7 and 16-14 were

superior as far as the MTTD was concerned.

Duration of Tncident Messages

To increase decision credibility regarding an incident message, one
could require the message to have a certain duration, assuming that a false
message will terminéte after a short while. Thus, if the distributions of
durations of true and false messages are determined, it should be feasible

to relate message duration to the probability of a message being true.




—84—

(-uTw)

JUON L GeT C°TT 00T 309319001 —2WEI-UES)Y
SUON 8 0s” ¢’ 8¢” 23ey WIBTY-9S5TEL
TIv TV -Gl ¢l T 2318y UOTIF13(Q
189g 3sod 0T "8TV 8 ‘S1Y L "31¥ SE3UBATIORFFL IO
ATTe2T3ISTI®IS Juazeddy SANSEIY
. NVAE NVQ EHI NO SNOILIUNOD X8d-HSQH ¥0d
TEART NOTIDILAQ %06 INIT-AL0 W04 OT ANV ‘% *7 SWHIITWOD'IV H0 ADNAIDILAH HNI'I-NO

6T ET4VL




=-85-

(~wruw)

9T-9T L #T-91 80°9 91721 70'8 319218(Q-0L-°UL~UESY
uetsaieg ¢/ [ el el Ll T 03By WIBTY-o85TBi
SuoN ?T-91 TL° £G” 069: @3By UOTIV9I2(Q
3584 15°d yT-9T "3TV STV L 3Ty SSeUeAT1I08IIH IO
A1TeoTISTIRAS Jusaeddy urTSaivg SINSBIYR

VAMOHNHSIHE JHL NO SNOTLEIUNOD A¥A HSMH 404
TIATT NOILOTIAQ %0S§ — %06 EANIT-{40 HOL NVISHAVE HHI ONV “yT=9T °/ SWHIIM0OTV A0 ADNAIOILAH HANIT-NO

07 TIIVL




—86—

Cumulative distributions of duration of false alarms and incident
messages for algorithm 7 are shown in Figure 15 at the 90% and 90%-50%

" detection levels. TFrom these figures it can be seen that the distribution
of duration of false—alarm messages is such that for both levels of detec-
tion, nearly 50% of thé messages endure 30 minutes or more. This, of course,
indicates a weakness in the algorithm which experienced between .60 and .70
False-Alarm Rates.

The distribution of false alarms with time (by 30-minute intervals)
during the daily study period (3-5 PM) was found to be uniform. This sug-
gests that no change in thresholds with time was necessary for any particular

location.

Relationship Between False-Alarm Rate and Geometric Features

The introduction of problem section related thresholds representing the
507 detection level led to some improvement in the efficiency of the algo-
rithms. The relationship between the number of false alarms and geometric
features, resulting from the operatiom of algorithms 7, 8, and 10, is pre-
sented in Table 15 _for the 90% and 90%-50% detection levels for both

directions of the Eisenhower.

Tabie 15 iﬁdicates that algorithml7'showedithe most improvement

i in terms of reduction of false alarms due to the incorporation of "individ-
palized" thresholds. The other algorithms did not show consistent improve-
ment. For example, the introduction of thresholds representing the 50%
Detection Rate at the lane drop at Austin (Figure 14) did pot change the
False—Alarm Rate of algorithm 8 but increased this rate (not necessarily
significantly) for algorithms 7 and 10. This lane drop causes the most
severe shock waves on the facility for most of the PM rush period. The

long duration of false alarms in this sectiom is a major cause of the
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cumulative distribution of incident message duration having a high percentage
of messages of long duration (Figure 15). When shockwaves are less severe,
as in the case of the sun effect on traffic on the outbound near Des Plaines-
Avenue, the "individualized" thresholds (related to the 50% detection level)
seemed to improve the false alarms situation considerably for all algorithms.
Another problem section inducing false alarms and rendering the "individual-
ized" set of thresholds there ineffective was the bridge near Addison Creek
between 25th Avenue and Mﬂnﬁheim Road. Only algorithm 8 showed an improved
operation there. The effect of other.prdﬁlem‘sections inducing non~incident

shock waves resulting in false alarms can also be determined from Table 15.
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VI, FINDINGS, OBSERVATIONS, AND RECOMMENDATIONS

Based on the data collected and the various analyses, the following are

the major findings of the off-line evaluation:

1.

Algorithm 9, which was found to yield favorable results in previous

 studies (1), displayed poor DR-FAR relationship relative to algorithms

7, 8, and 10.

Tor the "Rush Dry" period and for detection levels lower than 95 per—
cent, no best algorithm with respect to FAR could be found.

TFor detection levels of 95 percent and above,algorithm 7 was found
to have the least FAR for the. '"Rush Dry" period.

The single-feature Bayesian algorithm was found to compare favorably
with the leading multi-feature algorithms with respect to Detection:
Rate and False-Alarm Rate.

No significant differences between the MITD among algorithms were
found at the 95 percent detection level at the 5 percent level of
gignificance.

In order to be detected, .incidents occurring on the detector lane
require "less sensitive" threshelds thap these occurring on the
non—~detector lane.

For incidents occurring on the detector lame and non-detector lanes
during the "Rush Dry" period, algorithms 10 and 7, respectively,
were found to be the most efficient, as far as the FAR was goncerned,
at the 95 percent detection level.

No significant differences in MITD among algorithms were found to
exist for incident data categories: RD-50-1, RD-50-0, and RD-46-1.

Tor RD-46-0 algorithm 7 displayed the lowest MITD.
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No significant differences in MITD within algorithms were found to
exist when accident data were compared to non-accident incident data
on either the detector or non~detector lane, or when accident data
and non-accident incident data on the detector lane were compared to
the respectiﬁe data on the non~detector lane,

At the 95 percent detection level, thresholds developed for accidents
and non-accident incidents occurring on the detector lane are less
sensitive to false alarms than those developed for the above incident
data on the non-detector lane, for.all algorithms during the "Rush
Dry" period. |

Thresholds developed at the 95 percent detection level for aceidents
occurring on the detector lane detected only 78 percent of the non-
accidents on that lane, for'algorithm,Y and 8, and all such inci-

dents for algorithm 10.

Based on the major findings at the off-line evaluation the following

observations could be made: |

1.

The MTTD should not be:a critical criterion in selecting an opera-
tional algorithm since no significant differences in this parameter
were found among the tested aigorithms for desired detection levels.
The DR-FAR relationship should be a critical criterion in the ée—
lection process of incident detection algorithms.

On the whole, algorithm 7 seemed to yield the most favorable re-—
sults of all the algorithms tested in this study.

The level of lateral detectorization is mot a critical issue as

far as detection time for incidents on various‘laneé is concerned.
If a high level of.lateral detectorization (fully detectorized
lanes) exists, algorithms should be applied to each lane in the

detection process to yield a low FAR and a high DR.
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The éimplicity of the Bayesian algorifhm allows estimation of the
likelihood of an incident signal being an actual incident, and hence
pould be applied during the occurrence of simultaneous signals to
determine alloecation of limited resources to'handle these incidents.

Complicated algorithms are not necessarily the best ones.

Based on analyses of the data collected in the on-line evaluation, the

following are the major findings and observations:

1.

No statistically significant differences at the 5% level of signifi~
cance in Detection Rate, False-Alarm Rate, and MITD were found among
algorithms 7, 8, and 10 for the 80%, 90% and 90%Z-50% detection levels,
when operated on the Eisenhower Expressway.

The introduction of "“individualized" threshelds at problem sections
did not affect algorithm 8, while improving the Detection Rate and
False-Alarm Rate of algorithm 7, and impro#ing the Detection Rate
and MTTD for algorithm 10,

As far as the MTTD was concerned, no apparent differences between
the on-line and off-line evaluations were observed.

The efficiency of each of the two algorithms 7 and 8 remained
statistically the same for the 907 and 90%-30% detection levels.
When comparéd with the locally developed algorithms (16~14 and
Bayesian) at the 90%~50% detection level, algoritim 7 showed over-—
all superiority.

Nearly 50% of all incident and false-alarm messages lasted longer
than 30 minutes.

The introduction of "individualized" thresholds at problem sectioﬁ
could reduce the number of false alarms generated in these sections.

The Detection Rates obtained by algorithms in the off-line evalua-
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11.

12.

The
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tion are considerably higher than those obtained in the on-line
evaluation.

The shockwave suppressor mechanism of algorithm 8 seemed to be quite
effective, requiring less effort in preparing thresholds than for

any other algorithm.

The False-Alarm rates are quite high and reducing them poses the
biggest challenge in refining present algorithms or developing new
ones.

The distribution of false alarms with time seemed to be uniform for
the 90% and 90%-50% detection levels, indicating that no changes in
thresholds at any particular section with time during the rush hour
Were necessary.

Algorithms 7 and 8 seem to operate quite similarly, with algorithm 7
being apparently better.

following recommendations for further action are made:

Conduct a discriminant analysis of traffic features to find the best
combination of features to be used in an algorithm.

Develop algorithms based on speed related features.

Since thera:exist some differences between thé results of this study
and TSC's, considerations should be given to evaluate other non-
pattern recognition algorithms with the above data.

Investigate the behavior of traffic features at bottlenecks during

incidents to be able to distinguish between incident and non-incident

related shockwaves.

An improved non-incident shockwave suppressor mechanism needs to
be developed and incorporated into the efficient pattern-recogni-

tion algorithms.
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Develop an effective and inexpensive supportive incident verifica~

tion system (CB radio?) to minimize the False-Alarm Rate.
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APPENDIX A

DESCRIPTION OF INCIDENT DATA BASE




Table A-1
‘INCIDENT DATA BASE DESCRIPTION
(RD-46)
Actual Termination
Location Lane Date Day Time Time
Mo /Day/Yr. Hr./Min./Sec. Hr./Min./Sec.

Ken - OB Fullerton 3 072974 M 165140 171100
Ken — OB Argyle 1 100374 Th 154740 160620
Ede - IB Devon 1 111474 Th 071840 072320
Ken I8 Foster 3 121874 W 172320 173200
Ede - OB Wilson 2 121974 Th 184200 190720
Ken — IB Pulaski 2 070275 W 093120 093640
Ren - IB Argyle 2 070375 Th 070740 071820
Ken - IB Chicago 2 070375 Th 075600 0814OQ
Ede - IB N. Peterson 2 071875 3 073620 081900
Ken — OB Addison 3 071875 - F 160700 162240
Ken - OB Belmont 1 071875 F 162040 163200
Ken IB Addison 2 071875 F 080020 080340
Ken - IB Western 3 072475 Th 080300 081920
Ken - IB North 1 081275 T 083440 090020
Ken - OB Division 2 082875 Th 175600 180300
Ken - OB Ogden 2 121575 M 162420 164420
Ken - OB Ogden 4 121675 T 074600 075600
Ken — IB Sacramento 1 121675 T 174900 180240
Een — IB Sacramento 4 121875 Th 074800 080440
Ken — IB Diversey 1 121875 Th 082200 082600
Ken - IB Division 1 121875 Th 084340 084920
Ken — IB Kimball 1 1219275 F 081920 082500
Ken - OB Addison 3 122375 T 172640 175800




Table A-1
INCIDENT DATA BASE DESCRIPTION
(RD-50)
Actual Termination
Location Lane Date Day Time Time
Mo. /Day/Yr. Br./Min./Sec. Hr./Min./Sec.

Eis — IB Damen 1 091974 Th 171000 173040
Ken - IB W. Mannheim 2 092774 F 151000 155320
Ken - IB W. Mannheim 2 100174 T 174900 175940
Ken - OB Addison 1,2 100474 F 082700 084740
Ken - 0B Cicero 3 100874 T 152540 162040
Eis - OB Kostner 1 100874 T 165620 174340
Eis IB E. Harlem 1 101774 Th 074500 085640
Eis — IB 9th 3 101774 Th 170740 173320
Ken - IB W. Harlem 3 120474 \ 153740 160820
Ken - 0B Damen 1 121074 T 150200 150800
Ken — OB Harlem 1 121074 T 150300 170140
Eis IB Homan 2 050875 Th 092140 095100
Ede IB Cicero 1 062775 F 151920 160800
Fis IB Laramie 1 070175 T 082420 083040
Ken IB Kimball 1 072475 Th 0800060 081#40
Fis - OB Kostner "1 072575 F 164220 173640
Eis - IB Addison 3 080175 ¥ 0728é0 074420
Eis IB 1st 3 080875 F 151240 153800
Ken -~ IB Pulaski 2 081175 M 080700 084720
Ken — IB Sayre 1 081975 T 155940 163800
Eis - 0B DesPlaines 1 091575 M 172400 180920
Kep - 0B Division 2 121175 Th 150900 153720
Ken - 0B Keeler 2 121175 Th 154040 160040
Ken - IB North 2 121175 Th 162340 164700




Table A-1 (Cont'd)
INCTDENT DATA BASE DESCRIPTION

(RD-50)
Actual Termination
Locatien Lane Date Day Time Time
Mo./Day/Yr. Hr./Min./Sec. Hr./Min./Sec.
Ken ~ OB E. Cumberland 1 121675 T 071240 073520
Ken - 0B North 2 121775 W 150640 161720
Ken - IB Argyle 1,2 121775 W 170920 172320
Ken - IB Sayre 1 121875 Th 073240 080140
Ken — IB Division 4 121975 F 071720 072540
Ken — OB Belmont 1,2 122375 T 153800 164220
Eis - IB lst 1 122375 T 152740 164240
Fis — IB W. Racine 1,2 122475 W 081640 090000
Ede - IB Pratt 1 123175 W 154020 164020




Table A-1
INCIDENT DATA BASE DESCRIPTION
(NRD-46)
7 Actual Termination
Location’ Lane Date: Day Time Time
Mo./Day/Yr. Hr./Min./Sec. Hr./Min./Sec.

Ken - OB North 4 072974 M 132740 134820
Ken — OB Damen 2 - 082274 Th 143200 145820
Eis - IB E. Mannheim 3 092374 M 143800 144640
Ken - OB Argyle 1 101774 Th 143200 144400
Eis - 0B Morgan 2 123074 M . 142100 145220
Ede ~ OB Cicero 3 063075 M 142320 145720
Eis - OB W. Mapnheim 1 071975 Sa 112620 113320
Eis - 0B 17th 1 ‘072875 M 133320 134240
Ken - IB Kimball 1 081175 M 121820 122320
Ken — OB Damen 1 081975 T 133200 135540
Ken — OB North 4 081975 T 133800 134920
Ken - IB Montrose 3 121875 Th 065440 074440
Ken - OB Division 1 122375 T 135320 141900
Ken - 1B Montrose 2,3 122975 M 12304d 125320




Table A-1
INCIDENT DATA BASE DESCRIPTION
{(NRD-50)
Actual Termination
Location Lane Date Day Time Time
Mo./Day/¥r. Hr./Min./Sec. Hr./Min./Sec.
Ken — IB E. Harlem 1 082974 Th 183120 190000
Ede — IB Oakton 3 092674 Th 145720 151920
Ken — IB Pulaski 1 100174 T 101740 104600
¥en - 0B Sayre 1 062775 F 130340 131140
Ken - OB Nagle 3 062775 F 131840 134140
Ken - IB Keeler 1 070275 W 103740 105840
Fis - IB Ashland 3 070375 Th 121220 130600
Ken — 1B Montrose 4 072875 M 062400 071120
Eis - 0B 25th 3 072875 M 130440 135920
Kenn — IB Keeler 4 081475 Th 114440 122940
Eis - 0B Homan 1 082075 W 184140 192920
Ken — 0B Damen 1 090575 ¥ 192540 195740
Ede ~ OB Elstom 1 121975 F 191900 193440
Ken - OB Eeeler 6 122275 M 180120 182900
Ken - OB O'Hare 2 122375 T 134520 140920
Ede - IB Cicero 1 122475 W 122120 125100




A-b

Tahle A-l1
INCIDENT DATA_BASE DESCRIPTION
(RW)
46 or Actual Termination
Location Lane 50 Date Day Time Time
Mo./Day/Yr. Hr./Min./Sec. Hr./Min./Sec.
Eis - TIB Central 1 50 062475 T 155300 164020
Ede - OB Wilson 1 50 091274 Th 150220 150620
Ken -~ IB Argyle 1 50 091274 Th 164920 170540
Ken - TIB Montrose 3 46 122975 M 155020 161320
Ken - 1IB Kimball 1,2 46 122975 M 162540 164040
Ken -~ 1B Montrose 3 ] 46 _ 122975 M 165020 165320

INCIDENT DATA BASE DESCRIPTION

(NRW)
S 46 or | " Actual | Termination
Location Lane 50 Date Day Time Time
Mo./Day/Yr. Hr./Min./Sec. Hr./Min./Sec.
Ede - 0B N. Toster 3 50 080575 T 064020 065900
Fis - OB Paulina 3,4 40 082875  Th 215440 222220
Eis - 0B Kostur 1 50 082075 W 101820 103640
Eis - OB Des Plaines Ave 3 50 - 082075 W 102920 103920
Ken - IR North 1 46 121575 M 104620 104840
Ede -~ 1IB Wilson 2 46_ 122975 M 130720 132100
Ken ; TB Nagle 3 50 122975 M 182640 183740

Ken - IB Kimball 2 46 122475 W 145040 145540
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APPENDIX B

ON—LINE INCIDENT DETECTION SAMPLE OUTPUT

The sample output is from June 15, 1978. On that day, three algorithms, 7,
14~16, and the Bayesian, were operating between 2:00 and 7:00 p.m.

For every five minutes, congested freeway sections (occupancy greater than 30%)
are indicated. Also, when one of the above algorithms detects an incident, a
message is printed out indicating the time of detection and location. Termi-

nation messages are printed out when the algorithm decides that the incident
has terminated.
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